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Standard BBN - Physics
Definition: Primordial synthesis of ≥ 9 light elements

After weak decoupling (100 keV):
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After e± annihilation (10 keV):

Bosons Fermions

�

High Entropy per Baryon in relativistic components

e±

⌫e, ⌫µ, ⌫⌧

⌫e, ⌫µ, ⌫⌧

Relativistic species in thermally populated states

Initial equilibrium (10 MeV)

spl =
1

nb

⇢+ P

T
⇠ 109

� e±

�

Tcm

T

����
f.o.

=

✓
4

11

◆1/3

Conservation of comoving 
entropy per baryon(⌫)

(⌫)

YP = 4Y4He



Standard BBN – Basic Computation

8
><

>:

T : photon (plasma) temperature

hv : ratio of baryon energy density to T 3

�e : electron degeneracy parameter

Numerical treatments:
Ø First complete calculation: Wagoner, Fowler, Hoyle (1967)
Ø Updated calculation: Smith, Kawano, Malaney (1993)
Ø Modern codes: PArthENoPE; AlterBBN; PRIMAT

Neutrinos preserve Fermi-Dirac shape:

≥25 Nuclear Reactions:

Evolution of three thermodynamic/cosmological variables:

Isotropic and Homogeneous geometry

f(✏) =
1

e✏ + 1
✏ = E⌫/Tcm
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Neutron to proton rates I

6 Neutron-to-proton rates set n/p

#$ capture on neutron, normalized to neutron lifetime
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Neutron to proton rates II
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Neutron to proton ratio – Primordial Helium

Common Approximation at late times after Weak Freeze-Out (WFO):

n/p(t) = e��mnp/TWFOe�(t�tWFO)/⌧n

How Accurate is the WFO approximation? YP ' 2n/p

1 + n/p

����
f.o.

Equilibrium:

µ⌫e + µn = µp + µe�

n/p = exp


��mnp

T
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%WFO ≃ 0.7 keV
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Goal: Create self-consistent nuclear reaction network for BBN



D/H = 2.66⇥ 10
�5

YP = 0.247

3
He/H = 1.05⇥ 10

�5

7
Li/H = 4.29⇥ 10

�10

6Li/7Li = 2.69⇥ 10�5

Theoretical Predictions

7Li 7Be



Figure 5. Helium abundance (mass fraction) versus oxygen to hydrogen ratio regression calculating
the primordial helium abundance.

to O/H = 9.2 × 10−5. Adopting the same metallicity cut with the dataset of this work
decreases the intercept slightly to 0.2441±0.0147. Using all 93 observations included in their
HeBCD sample, ITS07 determined Yp = 0.2516 ± 0.0011. Their much smaller uncertainty
is achieved primarily though the use of the full sample of observations. In a more recent
analysis using their HeBCD sample and observations from the SDSS and VLT, Izotov et al.
[46] find Yp = 0.254 ± 0.003.

Finally, we also include analysis of the recently discovered extremely metal deficient
dwarf galaxy Leo P [47]. Because of Leo P’s low metallicity it is particularly valuable in
determining Yp, and its best fit solution and regression parameters are given in table 5.
Leo P satisfies all of the same quality and reliability criteria as our qualifying dataset, and
including it in a regression with the qualifying points returns an intercept of 0.2463± 0.0090
and a slope of 97 ± 115. Leo P agrees very well with the regression determined by the
qualifying dataset alone (eq. 5.1), and as a result, the regression is essentially unchanged
by the addition of Leo P, except for a small decrease in the intercept’s uncertainty. Table 6
summarizes the calculated regression Yp and slope, as well as the mean, < Y >, for several
subsets of the Final Dataset found in this work.

6 Discussion

Given the central role emissivities play in H II region analysis, we have updated our analysis
to incorporate the new PFSD emissivities, which utilize the most recent atomic data. Follow-
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Observations of Primordial Deuterium

Cooke et al (2018)10
5 ⇥D/H = 2.53± 0.03

4.3. Intrinsic Scatter

Even though the seven measurements considered here show
no apparent trend with metallicity or H I column density, there
may still be an intrinsic scatter of these D/H measurements
that could be due to systematics that are currently unac-
counted for. Such an “excess” dispersion in D/H abundance
measurements was originally noted by Steigman (2001) for an
earlier, and more heterogeneous, sample of D/H values.
Indeed, a simple χ2 test reveals that these seven measures are
statistically consistent (i.e., within 2σ) of being drawn from a
constant D/H value. This suggests that the intrinsic scatter
among the measurements must be low, and we now explore
this in further detail.

Suppose that each measured D/H value, di, with uncertainty
σi has a corresponding “true” value, dT. The probability that a
given observation arises from the true value is given by
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Similarly, if the true values are drawn from an “intrinsic”
distribution with central value DHP and scatter σ, the
probability that a true value is drawn from the intrinsic
distribution is
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Therefore, the probability of obtaining a measured D/H
value, di, given our intrinsic model is found by integrating over
all possible true values
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and the log-likelihood function is then given by

dlog Pr DH . 6
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Using a brute force method, we solve for the parameter values
(DHP and σ) that maximize the likelihood function in
Equation (6), based on the seven measures listed in Table 3.

The maximum likelihood parameter values are

DH 4.5976 0.0072 7P = - o ( )
0.027 95% confidence . 8-s ( ) ( )

Note that the intrinsic dispersion, σ, has a maximum likelihood
value of zero; we therefore quote a 2σ upper limit. The above
likelihood analysis indicates that there is very little intrinsic
scatter in our defined sample of consistently analyzed D/H
measures. We therefore speculate that the original excess
scatter noted by Steigman (2001) is probably due to a
combination of the different analysis techniques employed by
different authors and the use of absorption line systems that
were not well-suited for measuring D/H. Together, these
factors probably resulted in underestimates of the true errors in
the values of D/H reported.

5. Cosmological Consequences

5.1. The Primordial Deuterium Abundance

Based on the analysis above, we conclude that the seven D/H
measurements considered here are drawn from the same value,
and a weighted mean of these measures gives our best estimate of
the primordial deuterium abundance:20

log D H 4.5974 0.0052 910 P = - o( ) ( )

or, expressed as a linear quantity:

10 D H 2.527 0.030. 105
P = o( ) ( )

This value corresponds to a ∼1% determination of the
primordial deuterium abundance, and is shown in Figure 6
by the dashed and dotted horizontal lines to represent the 68%
and 95% confidence regions, respectively. Our determination
of the primordial deuterium abundance quoted here has not
changed much from our previous estimate in Cooke et al.
(2016); as discussed above, the new value is in mutual
agreement with the previous six measures and is of comparable
precision. We therefore conclude that the primordial deuterium
abundance quoted here is robust.

Figure 6. Our sample of seven high precision D/H measures (symbols with error bars); the green symbol represents the new measure that we report here. The
weighted mean value of these seven measures is shown by the red dashed and dotted lines, which represent the 68% and 95% confidence levels, respectively. The left
and right panels show the dependence of D/H on the oxygen abundance and neutral hydrogen column density, respectively. Assuming the Standard Model of
cosmology and particle physics, the right vertical axis of each panel shows the conversion from D/H to the universal baryon density. This conversion uses the
Marcucci et al. (2016) theoretical determination of the d p, He3g( ) cross-section. The dark and light shaded bands correspond to the 68% and 95% confidence bounds
on the baryon density derived from the CMB (Planck Collaboration et al. 2016).

20 These values and their errors are unaffected by the small error increases
resulting from the changes to our fitting procedure, as discussed in Sections 3.1
and 3.2.
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Concurrent epochs of BBN

Weak interactions
between leptons

EM interactions
between leptons and photons

Weak interactions
between leptons

and baryons

Strong and EM interactions
between baryons

and photons

Equilibrium initial conditions
Nonequilibrium evolution



Summary and Conclusions

1. Standard BBN theoretically well-understood
a) n/p set by weak interactions; sensitive to neutrinos

2. Observations
a) D/H excellent agreement with CMB
b) Potential to measure -. to same precision as D/H

3. Future utility of particle-astrophysics tool
a) Neutrino
b) Nuclear
c) BSM


