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Infrared triangle

1 Introduction

1.1 The Infrared Triangle

These lectures concern a triangular equivalence relation that governs the infrared (IR)
dynamics of all physical theories with massless particles. Each of the three corners of the
triangle, illustrated in figure 1, represents an old and central subject in physics on which
hundreds or even thousands (in the case of soft theorems) of papers have been written.
Over the past few years we have learned that these three seemingly unrelated subjects are
actually the same subject, arrived at from very di↵erent starting points and expressed in
very di↵erent notations.
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Figure 1: The infrared triangle.

The first corner is the topic of soft theorems. These originated in quantum electrodynam-
ics (QED) in 1937 with the work of Bloch and Nordsieck [1], were significantly developed in
1958 by Low and others [2–6], and were generalized to gravity in 1965 by Weinberg [7]. Soft
theorems characterize universal properties of Feynman diagrams and scattering amplitudes
when a massless external particle becomes soft (i.e., its energy is taken to zero). These
theorems tell us that a surprisingly large — in fact, infinite — number of soft particles are
produced in any physical process, but in a highly controlled manner that is central to the
consistency of quantum field theory.

The second corner is the subject of asymptotic symmetries. This is the study of the
nontrivial exact symmetries or conserved charges of any system with an asymptotic region
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Figure 7: On the left is a Feynman diagram representing n ! m scattering. On the
right the e↵ect of adding an outgoing soft photon (or graviton) with momentum q and
polarization " is illustrated. In the upper diagrams the soft particle attaches to an
external propagator, while in the lower one it attaches to an internal propagator.

The LSZ rule for computing scattering amplitudes starts out by computing the time-
ordered Green’s functions using the Feynman i✏ prescription and then amputating the ex-
ternal legs. The Feynman diagrams have factors for vertices and propagators. What happens
when we attach the extra photon to an external leg is, since external legs are amputated,
we need only add a vertex and propagator for the particle to whose external leg the photon
is added. The di↵erence between the diagram with and without the attached external soft
photon is just the vertex and propagator.

Now I have to say a little bit about the interaction vertex. Let us take the interaction to
be

Lint = �Aµjµ . (2.9.2)

For a scalar field of charge Q, the charge current is

jµ = iQ(�@µ�
⇤ � �⇤@µ�) . (2.9.3)

For a plane wave, this is just
jµ ⇠ 2Qpµ , (2.9.4)

where we have used the normalization for single-particle states

hp|p0i = 2!p(2⇡)
3�3(p� p0) . (2.9.5)
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Figure 7: On the left is a Feynman diagram representing n ! m scattering. On the
right the e↵ect of adding an outgoing soft photon (or graviton) with momentum q and
polarization " is illustrated. In the upper diagrams the soft particle attaches to an
external propagator, while in the lower one it attaches to an internal propagator.

The LSZ rule for computing scattering amplitudes starts out by computing the time-
ordered Green’s functions using the Feynman i✏ prescription and then amputating the ex-
ternal legs. The Feynman diagrams have factors for vertices and propagators. What happens
when we attach the extra photon to an external leg is, since external legs are amputated,
we need only add a vertex and propagator for the particle to whose external leg the photon
is added. The di↵erence between the diagram with and without the attached external soft
photon is just the vertex and propagator.

Now I have to say a little bit about the interaction vertex. Let us take the interaction to
be

Lint = �Aµjµ . (2.9.2)

For a scalar field of charge Q, the charge current is

jµ = iQ(�@µ�⇤ � �⇤@µ�) . (2.9.3)

For a plane wave, this is just
jµ ⇠ 2Qpµ , (2.9.4)

where we have used the normalization for single-particle states

hp|p0i = 2!p(2⇡)3�3(p � p0) . (2.9.5)
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Figure 7: On the left is a Feynman diagram representing n ! m scattering. On the
right the e↵ect of adding an outgoing soft photon (or graviton) with momentum q and
polarization " is illustrated. In the upper diagrams the soft particle attaches to an
external propagator, while in the lower one it attaches to an internal propagator.

The LSZ rule for computing scattering amplitudes starts out by computing the time-
ordered Green’s functions using the Feynman i✏ prescription and then amputating the ex-
ternal legs. The Feynman diagrams have factors for vertices and propagators. What happens
when we attach the extra photon to an external leg is, since external legs are amputated,
we need only add a vertex and propagator for the particle to whose external leg the photon
is added. The di↵erence between the diagram with and without the attached external soft
photon is just the vertex and propagator.

Now I have to say a little bit about the interaction vertex. Let us take the interaction to
be

Lint = �Aµjµ . (2.9.2)

For a scalar field of charge Q, the charge current is

jµ = iQ(�@µ�
⇤ � �⇤@µ�) . (2.9.3)

For a plane wave, this is just
jµ ⇠ 2Qpµ , (2.9.4)
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external propagator, while in the lower one it attaches to an internal propagator.

The LSZ rule for computing scattering amplitudes starts out by computing the time-
ordered Green’s functions using the Feynman i✏ prescription and then amputating the ex-
ternal legs. The Feynman diagrams have factors for vertices and propagators. What happens
when we attach the extra photon to an external leg is, since external legs are amputated,
we need only add a vertex and propagator for the particle to whose external leg the photon
is added. The di↵erence between the diagram with and without the attached external soft
photon is just the vertex and propagator.

Now I have to say a little bit about the interaction vertex. Let us take the interaction to
be

Lint = �Aµjµ . (2.9.2)

For a scalar field of charge Q, the charge current is

jµ = iQ(�@µ�
⇤ � �⇤@µ�) . (2.9.3)

For a plane wave, this is just
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where we have used the normalization for single-particle states
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Figure 7: On the left is a Feynman diagram representing n ! m scattering. On the
right the e↵ect of adding an outgoing soft photon (or graviton) with momentum q and
polarization " is illustrated. In the upper diagrams the soft particle attaches to an
external propagator, while in the lower one it attaches to an internal propagator.

The LSZ rule for computing scattering amplitudes starts out by computing the time-
ordered Green’s functions using the Feynman i✏ prescription and then amputating the ex-
ternal legs. The Feynman diagrams have factors for vertices and propagators. What happens
when we attach the extra photon to an external leg is, since external legs are amputated,
we need only add a vertex and propagator for the particle to whose external leg the photon
is added. The di↵erence between the diagram with and without the attached external soft
photon is just the vertex and propagator.

Now I have to say a little bit about the interaction vertex. Let us take the interaction to
be

Lint = �Aµjµ . (2.9.2)

For a scalar field of charge Q, the charge current is

jµ = iQ(�@µ�⇤ � �⇤@µ�) . (2.9.3)

For a plane wave, this is just
jµ ⇠ 2Qpµ , (2.9.4)

where we have used the normalization for single-particle states
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Similar formulas apply to the soft photon momentum qµ (see (2.8.13)) and outgoing hard
particle momenta poutk . In other words, knowing that the massless charged particle is going
to land at the point (zk, z̄k) determines what its momentum must be. This enables us to
replace all momenta in equation (2.8.21) with their expressions in terms of energies and
points on a sphere. Summing the contribution from an outgoing positive helicity soft photon
and an incoming negative helicity soft photon then exactly reproduces equation (2.8.20).
The straightforward but somewhat intricate algebra is left to exercise 5. The standard
soft photon formula reduces to the Ward identity following from invariance under large
gauge symmetries, or equivalently, the matrix element of the charge conservation law. This
establishes the central result connecting the soft photon theorem to the large gauge symmetry
of electromagnetism.

The story might have been told backward. Starting with the soft photon theorem, we
could reverse engineer and deduce the fact that abelian gauge theories have an infinite number
of conservation laws associated to antipodally identified large gauge transformations. They
are mathematically equivalent statements.

2.9 Feynman Diagrammatics

In this section, we review the standard field theory derivation of the leading photon and
graviton soft theorems in the form given by Weinberg [7, 151].

2.9.1 Soft Photons

The soft photon theorem states that any S-matrix element with an additional soft (qµ !
0) photon is equal to the original matrix element multiplied by the soft factor plus corrections
of order q0:

hout|aout+ (~q )S|ini = e

"
mX

k=1
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k p
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#
hout|S|ini+O(q0) . (2.9.1)

The leading order term in the soft expansion is a pole.
To derive this formula, let us take any scattering process with n incoming and m outgoing

particles and then consider adding to it one outgoing photon, denoted by a wavy line in figure
7, with momentum q. (The derivation for an incoming photon is similar.) In the soft limit,
we can write the amplitude as a sum of two types of terms, ones in which the soft photon
attaches to an external line and others in which the soft photon attaches to an internal line.
The soft photon can attach to any one of the n + m external lines, so we must include a
sum over all such terms. The full amplitude has a Laurent expansion in q with an infinite
number of terms whose detailed form depends on what theory we are talking about. For the
pole we need not specify what theory we are studying except that it has a photon. That is
one of the beauties of this formula.
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Figure 7: On the left is a Feynman diagram representing n ! m scattering. On the
right the e↵ect of adding an outgoing soft photon (or graviton) with momentum q and
polarization " is illustrated. In the upper diagrams the soft particle attaches to an
external propagator, while in the lower one it attaches to an internal propagator.

The LSZ rule for computing scattering amplitudes starts out by computing the time-
ordered Green’s functions using the Feynman i✏ prescription and then amputating the ex-
ternal legs. The Feynman diagrams have factors for vertices and propagators. What happens
when we attach the extra photon to an external leg is, since external legs are amputated,
we need only add a vertex and propagator for the particle to whose external leg the photon
is added. The di↵erence between the diagram with and without the attached external soft
photon is just the vertex and propagator.

Now I have to say a little bit about the interaction vertex. Let us take the interaction to
be

Lint = �Aµjµ . (2.9.2)

For a scalar field of charge Q, the charge current is

jµ = iQ(�@µ�⇤ � �⇤@µ�) . (2.9.3)

For a plane wave, this is just
jµ ⇠ 2Qpµ , (2.9.4)

where we have used the normalization for single-particle states

hp|p0i = 2!p(2⇡)3�3(p � p0) . (2.9.5)

31

This is the electromagnetic current associated to a scalar field of charge Q, meaning that
under gauge transformations, it acquires a phase eiQ". Moreover, we take the polarization of
the photon to obey "µqµ = 0, where qµ is the momentum of the photon. The propagator for
a scalar particle of mass m gives a factor

�i

(p+ q)2 +m2 =
�i

p2 + 2p · q + q2 +m2 =
�i

2p · q , (2.9.6)

where we have used the fact that in a scattering amplitude, all the external lines must be
on-shell, so q2 = 0 and p2 = �m2. The vertex factor is, up to O(q) corrections,

ie"µ2Qpµ , (2.9.7)

where "µ comes from Aµ and 2Qpµ comes from jµ. The total contribution is

ie"µ(2Qpµ)
�i

(p+ q)2 +m2 ! eQ" · p
q · p . (2.9.8)

There is one such term for every outgoing particle, while for the incoming particles there is
an additional minus sign. Altogether these give
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pink · q
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At the end of the day, if we just consider the diagrams in which the photon attaches to
an external leg, we simply multiply the S-matrix element by the factor in equation (2.9.9),
sometimes called the “soft factor”, which you may recognize from equation (2.8.21).

We have not yet considered the terms coming from the photon attaching to an internal
leg. The key point is that the internal propagators are never on-shell (i.e., they never have
p2 = �m2). In the propagator, one then never has the cancellation between p2 and m2, so if
we take qµ ! 0, the di↵erence between p2 and m2 will dominate, and we will not get a pole.
These types of diagrams are most certainly nonzero, but they do not contribute to the pole,
so we can forget about them in the soft limit. This is an extremely simple derivation. Up
to some signs, one finds the same thing for a soft incoming photon.

Now we note an important feature of this formula. The condition "µqµ = 0 defines the
polarization vector only up to shifts of "µ by qµ, because q2 = 0. The physical amplitude
with the soft photon should be invariant if we shift "µ by any multiple of qµ. Now it is
interesting to see what happens to the soft factor (2.9.9). If we shift "µ by qµ, it shifts by

mX

k=1

eQout
k �

nX

k=1

eQin
k = 0 . (2.9.10)

In other words, global charge conservation guarantees that this soft factor is gauge invariant.
This observation was in fact the basis of Low’s derivation of the soft formula in 1958 [4].

We have only worked out the soft theorem for the case of a scalar. For a fermion or some
other kind of charged particle, it is a little more complicated, but it works out to the same
expression [151]. One way of seeing that this must be so is that (2.9.9) is the only formula
with the right dimensions that is invariant under shifts "µ ! "µ + qµ.
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the photon to obey "µqµ = 0, where qµ is the momentum of the photon. The propagator for
a scalar particle of mass m gives a factor

�i

(p+ q)2 +m2 =
�i

p2 + 2p · q + q2 +m2 =
�i

2p · q , (2.9.6)

where we have used the fact that in a scattering amplitude, all the external lines must be
on-shell, so q2 = 0 and p2 = �m2. The vertex factor is, up to O(q) corrections,

ie"µ2Qpµ , (2.9.7)

where "µ comes from Aµ and 2Qpµ comes from jµ. The total contribution is

ie"µ(2Qpµ)
�i

(p+ q)2 +m2 ! eQ" · p
q · p . (2.9.8)

There is one such term for every outgoing particle, while for the incoming particles there is
an additional minus sign. Altogether these give

mX

k=1

eQout
k poutk · "
poutk · q

�
nX

k=1

eQin
k p

in
k · "

pink · q
. (2.9.9)
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an external leg, we simply multiply the S-matrix element by the factor in equation (2.9.9),
sometimes called the “soft factor”, which you may recognize from equation (2.8.21).
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These types of diagrams are most certainly nonzero, but they do not contribute to the pole,
so we can forget about them in the soft limit. This is an extremely simple derivation. Up
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Now we note an important feature of this formula. The condition "µqµ = 0 defines the
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We have only worked out the soft theorem for the case of a scalar. For a fermion or some
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1 Introduction

1.1 The Infrared Triangle

These lectures concern a triangular equivalence relation that governs the infrared (IR)
dynamics of all physical theories with massless particles. Each of the three corners of the
triangle, illustrated in figure 1, represents an old and central subject in physics on which
hundreds or even thousands (in the case of soft theorems) of papers have been written.
Over the past few years we have learned that these three seemingly unrelated subjects are
actually the same subject, arrived at from very di↵erent starting points and expressed in
very di↵erent notations.
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Figure 1: The infrared triangle.

The first corner is the topic of soft theorems. These originated in quantum electrodynam-
ics (QED) in 1937 with the work of Bloch and Nordsieck [1], were significantly developed in
1958 by Low and others [2–6], and were generalized to gravity in 1965 by Weinberg [7]. Soft
theorems characterize universal properties of Feynman diagrams and scattering amplitudes
when a massless external particle becomes soft (i.e., its energy is taken to zero). These
theorems tell us that a surprisingly large — in fact, infinite — number of soft particles are
produced in any physical process, but in a highly controlled manner that is central to the
consistency of quantum field theory.

The second corner is the subject of asymptotic symmetries. This is the study of the
nontrivial exact symmetries or conserved charges of any system with an asymptotic region
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triangle, illustrated in figure 1, represents an old and central subject in physics on which
hundreds or even thousands (in the case of soft theorems) of papers have been written.
Over the past few years we have learned that these three seemingly unrelated subjects are
actually the same subject, arrived at from very di↵erent starting points and expressed in
very di↵erent notations.
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Figure 1: The infrared triangle.

The first corner is the topic of soft theorems. These originated in quantum electrodynam-
ics (QED) in 1937 with the work of Bloch and Nordsieck [1], were significantly developed in
1958 by Low and others [2–6], and were generalized to gravity in 1965 by Weinberg [7]. Soft
theorems characterize universal properties of Feynman diagrams and scattering amplitudes
when a massless external particle becomes soft (i.e., its energy is taken to zero). These
theorems tell us that a surprisingly large — in fact, infinite — number of soft particles are
produced in any physical process, but in a highly controlled manner that is central to the
consistency of quantum field theory.

The second corner is the subject of asymptotic symmetries. This is the study of the
nontrivial exact symmetries or conserved charges of any system with an asymptotic region
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Cancellation of 
IR divergence

These coordinates will be used in the neighborhood of I+. Here, u = t � r is the retarded
time coordinate introduced in equation (2.2.2), r is the radial coordinate, and z is a complex
coordinate on the unit sphere with metric

�zz̄ =
2

(1 + zz̄)2
. (2.4.2)

If we keep (u, z, z̄) fixed and take the limit r ! 1, we move out along a null line to I+. One
can see that this is a null line, because along this path, du = dz = dz̄ = 0, which implies
ds2 = 0. The standard metric on Minkowski space,

ds2 = �dt2 + (d~x)2 , (2.4.3)

is related to the metric in equation (2.4.1) by the coordinate transformations

(~x)2 = r2 , t = u+ r , x1 + ix2 =
2rz

1 + zz̄
, x3 = r

1� zz̄

1 + zz̄
. (2.4.4)

The inverse transformation is

r2 = (~x)2 , u = t� r , z =
x1 + ix2

x3 + r
. (2.4.5)

Here, z runs over the entire complex plane; z = 0 is the north pole, z = 1 is the south
pole, zz̄ = 1 is the equator, and z ! �1/z̄ is the antipodal map. This is a convenient
coordinate system to work in near I+ because, as we will see, everything falls o↵ near I+,
so we can expand fields in powers of 1

r
. However, we cannot easily use these coordinates

near I�, because u = �1 there. To work in a neighborhood of I�, we introduce advanced
coordinates. The advanced line element is

ds2 = �dv2 + 2dvdr + 2r2�zz̄dzdz̄ . (2.4.6)

This metric can be obtained from the standard Cartesian metric on Minkowski space by
means of the coordinate transformations

(~x)2 = r2 , t = v � r , x1 + ix2 = � 2rz

1 + zz̄
, x3 = �r

1� zz̄

1 + zz̄
. (2.4.7)

Crucial minus signs introduced into the last two terms of (2.4.7) imply that the z in the
advanced coordinates denotes the antipodal point on the sphere to the z in the retarded co-
ordinates (the sign reverses under z ! �1/z̄). If we take a light ray which crosses Minkowski
space, then the value of z at which it starts in advanced coordinates will be the same as the
value of z at which it ends in retarded coordinates. Moreover, z is constant along the null
generators of I� as they pass through i0 to I+. This perhaps odd-seeming choice of notation
simplifies subsequent formulas.

Now we wish to expand around I+. Given any field—say, the z-component of the vector
potential—we can write an expansion for it as a sum

Az(u, r, z, z̄) =
1X

n=0

A(n)
z (u, z, z̄)

rn
, (2.4.8)
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IR universal properties: Soft th., Memory effect, Canc. of IR div. 

Q1. Does the same argument apply to ζ? 

Conditions on asym. geometry + Gauge invariance   

Q2. Does it apply just w/ spatial Diff but w/o 4D Diff?  
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IR universal properties hold e.g., for Horava-Lifshitz gravity

asym. FLRW spatial Diff (including large GTs) 
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Outline

1) Exercise in classical theory (Mostly review)

2) Extension to quantum theory

- Definition of asym. FLRW, following gradient expansion

- IR properties: Const. solution of ζ (a.k.a.Weinberg’s adiabatic mode) 

- Stochastic approach +  Gradient expansion



Basic assumptions

【Spatial Diff. invariance】 

Including dilatation inv.         

【 Asymptotically FLRW spacetime】

【 Locality】 (of the original Lagrangian) * before solving constraints
• [locality] The Lagrangian density (before eliminating the Lagrange multipliers) only

depends on a single spacetime point.

L(x) = L [�(x)] (2.5)

Meanwhile, when the Lagrangian density includes a non-local contribution, L is not neces-
sarily characterized by the spatial derivative nor the Fourier mode. As a simple example,
let us consider the case where the Lagrangian density of perturbed variables in the spatially
flat FLRW background includes a spatially non-local contribution as @�2

@
4
/(aH)2f , where

@
�2 denotes the inverse Laplacian. When we identify L with @/@x

i, the power counting of
✏ gives 2. This contribution can be rewritten as

@
�2

@
4
/(aH)2f = @

2
/(aH)2f +�f ,

where �f is a solution of the Laplace equation which satisfies @
2�f = 0. The first term

is manifestly suppressed in the large scale limit, while the second term is not necessarily
the case. In fact, �f accepts a solution which does not decay in the limit |x

i
| ! 1 such

as �f ⇠ const. and �f / x
i. Therefore, in such a non-local theory, even if the power

counting of ✏ gives a positive number, this does not ensure that the corresponding term
falls off in the large scale limit. By contrast, as far as the [locality] condition is fulfilled, a
positive power of ✏ with 1/L ⇠ @i indeed characterizes the fall-off in the large scale limit,
as is implicitly assumed in the gradient expansion [1, 2]. In this paper, we also assume the
[locality] condition.

In this paper, we also discuss a theory where the (d + 1)-dim. Diff is broken down to
the d-dim spatial Diff. Then, because of the absence of the lightcone, there is no notion of
the causality. Even in such case, as far as the [locality] holds, our argument can apply.

Not to conflict with the [LGTinv] condition, the parameter ✏ should be introduced so
that the dilatation invariance is preserved. For example, to be more precise, ✏ ⇠ @i/(aL)

should be replaced in a dilatation invariant combination such as

✏ ⇠ e
�⇣̄ @i

aH
,

where ⇣̄ is the spatial average of ⇣ at a reference time t?, given by

⇣̄ ⌘

R
d
dx ⇣(t?, x)R

ddx
, (2.6)

which transforms under the dilatation as ⇣̄ ! ⇣̄ � s. Using the parameter ✏, we define the
[aFLRW] condition as

[aFLRW]

����e
�⇣̄ Ni

aN

���� = O(✏) , (2.7)

where we have introduced e
�⇣̄ to make the prescription dilatation invarinat. Since the

degrees of freedom to perform the small gauge transformations are already removed by
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xi → xi(t, xi)~

2.4.2 Projectable HL gravity

In the projectable version, the story is somewhat simpler, since N does not acquire an
inhomogeneous perturbation. Setting N = 1 and inserting Eq. (2.15) into Eq. (2.18), we
obtain Eq. (2.22) with J = S, which implies the existence of the constant solution in the
limit ✏ ⌧ 1. The existence of the constant solution in the projectable HL gravity was shown
in Ref. [13] by considering a vacuum system and in Ref. [14] by considering a single scalar
field. Our argument extends their analyses to a general matter content.

3 Quantum gradient expansion a la Starobinsky

In the previous section, we have discussed a classical theory. Keeping an application to
the inflationary scenario, in the following, we will extend our discussion to quantum field
theory. In classical theory, we have shown that the constraint equations lead to Eq. (2.22),
where J only depends on the fields which are not dependent of ⇣. To show this aspect, the
dilatation invariance plays the crucial role. In this section, we generalize this discussion to
take into account the quantum correction, including the radiative corrections.

In the rest of this paper, we consider a quantum system which includes the metric
perturbations �g = (⇣, �ij , N, Ni), and matter fields included in Lmatter, which we describe
'
↵ with ↵ = 1, 2, · · · . The fields '

↵ can have a non-zero integer spin S↵, including
higher spin fields that are motivated in cosmological collider program. Nevertheless, the
[aFLRW] condition restricts the non-zero spin field which does not fall off in large scale
limit.

3.1 Dilatation invariance

To discuss a quantum system, as the [LGTinv] condition, using the generator of the dilata-
tion, Q⇣ , we impose

[LGTinv] Q⇣ | i = 0 , (3.1)

where | i denotes the quantum state for the whole degrees of freedom. The generator of
the dilatation x

i
! e

�s
x
i, Q⇣ , which is the Noether charge, is given by 2

Q⇣ ⌘
1

2

Z
d
3x

"
�s⇣(t, x)⇡(t, x) +

X

↵

�s'
↵(t, x)⇡↵(t, x) + (h.c.)

#
, (3.2)

where ⇡↵ denotes the conjugate momentum of '↵, which is an additional field with integer
spin S↵. The Noether charge Q⇣ generates the field-dependent additive shift as

[Q⇣ , ⇣(x)] = �i�s⇣(x) , (3.3)
[Q⇣ , '

↵(x)] = �i�s'
↵(x) . (3.4)

2In our previous paper, we did not explicitly write the contributions of '↵ in Q⇣ . To be precise, these
contributions should be included in Q⇣ . Otherwise, Eq. (3.6) in Ref. [15] cannot be properly derived.
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Asymptotic symmetry which is compatible w/ asym FLRW



Gradient expansion

Gradient expansion Salopek & Bond (1990), Shibata & Sasaki (1999)

Physical scale of inhomogeneity of our focus  L  >> 1/H 

1 Introduction

Basic conditions

• [aFLRW] In the large scale limit, the asymptotic geometry approaches the FLRW
spacetime.

• [LGTinv] The system preserves the spatial Diff invariance for the small gauge trans-
formation. Additionally, the system remains invariant under the large gauge trans-
formations.

Generalization of the proof on the existence of the constant solution

• Generalization to foliation Diff invariant theory (w/o (d+ 1)-dim Diff).

• Generalization to the case with the quantum correction of the short modes.

• Generalization to an arbitrary spacetime dimension.

2 Classical gradient expansion

2.1 Basic conditions

We express the (d+ 1)-dimensional line element as

ds
2 = �N

2
dt

2 + gij(dx
i +N

i
dt)(dxj +N

j
dt) , (2.1)

with i, j = 1, · · · , d. We express the spatial metric as

gij = a
2
e
2⇣
�ij , (2.2)

with det[�] = 1. We choose the spatial coordinates, imposing the transverse condition on
�ij , i.e.,

�ij
|j = 0 , (2.3)

where |j denotes the covariant derivative with respect to the background spatial metric �̄ij .
Here and hereafter, we put a bar to denote a background variable. The gauge condition
(2.3) removes the degrees of freedom to perform the small (spatial) gauge transformations.

To impose the [aFLRW] condition, we also assume the existence of a parameter which
characterizes the asymptotic behaviour in the large scale limit. We choose the parameter,
using the physical length of the characteristic spatial variation of the system L, as

✏ ⌘ 1/(HL) . (2.4)

As the [aFLRW] condition, we require that the (d + 1)-dim metric should approach the
FLRW metric in the limit ✏ ! 0. The characteristic length L can be replaced with the
spatial derivative as a/L ⇠ @i, when the theory is classical, satisfying
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(d+1)-dim line element & Gauge choice

In local theory, we identity    exp. as derivative exp. 
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aH
,

where ⇣̄ is the spatial average of ⇣ at a reference time t?, given by
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R
d
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ddx
, (2.6)

which transforms under the dilatation as ⇣̄ ! ⇣̄ � s. Using the parameter ✏, we define the
[aFLRW] condition as
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- spatial coordinates: Transverse
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(or coarse graining scale) 



Asymptotically FLRW spacetime

Asymp FLRW condition

• [locality] The Lagrangian density (before eliminating the Lagrange multipliers) only
depends on a single spacetime point.

L(x) = L [�(x)] (2.5)

Meanwhile, when the Lagrangian density includes a non-local contribution, L is not neces-
sarily characterized by the spatial derivative nor the Fourier mode. As a simple example,
let us consider the case where the Lagrangian density of perturbed variables in the spatially
flat FLRW background includes a spatially non-local contribution as @�2

@
4
/(aH)2f , where

@
�2 denotes the inverse Laplacian. When we identify L with @/@x

i, the power counting of
✏ gives 2. This contribution can be rewritten as

@
�2

@
4
/(aH)2f = @

2
/(aH)2f +�f ,

where �f is a solution of the Laplace equation which satisfies @
2�f = 0. The first term

is manifestly suppressed in the large scale limit, while the second term is not necessarily
the case. In fact, �f accepts a solution which does not decay in the limit |x

i
| ! 1 such

as �f ⇠ const. and �f / x
i. Therefore, in such a non-local theory, even if the power

counting of ✏ gives a positive number, this does not ensure that the corresponding term
falls off in the large scale limit. By contrast, as far as the [locality] condition is fulfilled, a
positive power of ✏ with 1/L ⇠ @i indeed characterizes the fall-off in the large scale limit,
as is implicitly assumed in the gradient expansion [1, 2]. In this paper, we also assume the
[locality] condition.

In this paper, we also discuss a theory where the (d + 1)-dim. Diff is broken down to
the d-dim spatial Diff. Then, because of the absence of the lightcone, there is no notion of
the causality. Even in such case, as far as the [locality] holds, our argument can apply.

Not to conflict with the [LGTinv] condition, the parameter ✏ should be introduced so
that the dilatation invariance is preserved. For example, to be more precise, ✏ ⇠ @i/(aL)

should be replaced in a dilatation invariant combination such as

✏ ⇠ e
�⇣̄ @i

aH
,

where ⇣̄ is the spatial average of ⇣ at a reference time t?, given by

⇣̄ ⌘

R
d
dx ⇣(t?, x)R

ddx
, (2.6)

which transforms under the dilatation as ⇣̄ ! ⇣̄ � s. Using the parameter ✏, we define the
[aFLRW] condition as

[aFLRW]

����e
�⇣̄ Ni

aN

���� = O(✏) , (2.7)

where we have introduced e
�⇣̄ to make the prescription dilatation invarinat. Since the

degrees of freedom to perform the small gauge transformations are already removed by
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⇣̄ ⌘

R
d
dx ⇣(t?, x)R

ddx
, (2.5)

which transforms under the dilatation as ⇣̄ ! ⇣̄ � s. Using the parameter ✏, we define the
[aFLRW] condition as

[aFLRW]

����e
�⇣̄ Ni

aN

���� = O(✏) , (2.6)

where we have introduced e
�⇣̄ to make the prescription dilatation invarinat. Since the

degrees of freedom to perform the small gauge transformations are already removed by
imposing Eq. (2.3), Eq. (2.6) cannot be fulfilled by choosing the coordinates. In Ref. [3],
the fall-off of the shift vector was imposed as Ni = O(✏). Instead, here we impose the
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spatial average at reference time t★ 

* Do not impose condition on time derivative of γij  
Lyth, Malik & Sasaki (2004)

�⇢tot are also suppressed by O(✏2), since it should be contracted by a term with another
spatial index. Solving Eq. (2.26), we can express one of �I in terms of the other �

Is, e.g.,
�
1 = �

1(�2
, �

3
, · · · ). At non-linear orders, the expression of �1, in general, becomes non-

local. Eliminating �
1 in J by using the non-local expression, J acquires non-local terms.

However, since the expression of �1 does not include ⇣ that is not suppressed by O(✏2), such
a non-local contribution does not disturb showing the existence of the constant solution of
⇣ from Eq. (2.22). As a result, the ⇣ dependent terms that are not suppressed by O(✏2) only
appear from N , which is given by Eq. (2.25). Eliminating ⇣̇ which appears in J recursively
by using the lower order expression of Eq. (2.22), we can express J only in terms of the
other fields, implying the non-linear existence of the constant solution for ⇣.

It is insightful that Eq. (2.22), which shows the existence of the constant solution, is
derived from Eq. (2.23), where the non-suppressed ⇣ dependent contributions in ✏ ⌧ 1

can be fully absorbed into the perturbed e-folding number dNUE ⌘ NHdt. Integrating
Eq. (2.25) over time between t1 and t2, we obtain the basic formula in the �N formalism [3,
6, 7] in the uniform expansion slicing 1 as

⇣(t2, x
i) � ⇣(t1, x

i) =

Z t2

t1

dt
0
H(t0)N(t0, xi) � N̄ + O(✏2) , (2.33)

where N̄ denotes the e-folding number for the background geometry. Let us emphasize that
we do not need to assume the fall-off property of �̇ij to derive Eq. (2.33).

In Sec. 2.1, we argued that the leading contribution in the gradient expansion in terms
of ✏ does not always describe the actual leading contribution. To discuss an explicit example,
temporarily in this paragraph, let us consider the linear perturbation for a single field model
in general relativity, where �� can be set to 0 by choosing the time slicing. Then, solving
the constraint equations, we obtain

⇣̇

H
=

2(d� 1)H2

16⇡G ˙̄
�2

@kNk

a2H
+ O(✏2) . (2.34)

In linear perturbation, Ni is related to the scalar shear �g as k�g ⇠ @iNi/a, which falls off
as k�g / 1/ad�1 (in the absence of the anisotropic pressure) in the limit ✏ ⌧ 1. Since the
first term in Eq. (2.34) is the sub-leading contribution in the gradient expansion, the leading
contribution in the gradient expansion describes the constant solution of ⇣ as ⇣̇/H = O(✏2).
Now, let us show that the sub-leading contribution in the gradient expansion can dominate
the constant solution. Using @iNi / 1/ad�2 and integrating the first term of Eq. (2.34), we
obtain the other solution, which evolves as

⇣
(L), dec

/

Z
dt

H
2

ad
˙̄
�2

(2.35)

and is sometimes called the Weinberg’s second mode. As far as �̇/H stays almost constant
in time as in the standard slow-roll inflation, Eq. (2.35) describes the decaying solution.

1For a general time slicing, dN is defined as dN ⌘ (K/d)Ndt and Eq. (2.33) is derived from the purely
geometrical expression, Eq. (2.15) [7].
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* At linear order,【 AsympFLRW】is a condition on shear.

(* For (d+1)-Diff, the above condition is imposed on K=dH slicing.)

• [locality] The Lagrangian density (before eliminating the Lagrange multipliers) only
depends on a single spacetime point.

Meanwhile, when the Lagrangian density includes a non-local contribution, L is not neces-
sarily characterized by the spatial derivative nor the Fourier mode. As a simple example,
let us consider the case where the Lagrangian density of perturbed variables in the spatially
flat FLRW background includes a spatially non-local contribution as @�2

@
4
/(aH)2f , where

@
�2 denotes the inverse Laplacian. When we identify L with @/@x

i, the power counting of
✏ gives 2. This contribution can be rewritten as

@
�2

@
4
/(aH)2f = @

2
/(aH)2f + �f ,

where �f is a solution of the Laplace equation which satisfies @
2�f = 0. The first term

is manifestly suppressed in the large scale limit, while the second term is not necessarily
the case. In fact, �f accepts a solution which does not decay in the limit |x

i
| ! 1 such

as �f ⇠ const. and �f / x
i. Therefore, in such a non-local theory, even if the power

counting of ✏ gives a positive number, this does not ensure that the corresponding term
falls off in the large scale limit. By contrast, as far as the [locality] condition is fulfilled, a
positive power of ✏ with 1/L ⇠ @i indeed characterizes the fall-off in the large scale limit,
as is implicitly assumed in the gradient expansion [1, 2]. In this paper, we also assume the
[locality] condition.

In this paper, we also discuss a theory where the (d + 1)-dim. Diff is broken down to
the d-dim spatial Diff. Then, because of the absence of the lightcone, there is no notion of
the causality. Even in such case, as far as the [locality] holds, our argument can apply.

Not to conflict with the [LGTinv] condition, the parameter ✏ should be introduced so
that the dilatation invariance is preserved. For example, to be more precise, ✏ ⇠ @i/(aH)

should be replaced in a dilatation invariant combination such as

✏ ⇠ e
�⇣̄ @i

aH
,

where ⇣̄ is the spatial average of ⇣ at a reference time t?, given by

⇣̄ ⌘

R
d
dx ⇣(t?, x)R

ddx
, (2.5)

which transforms under the dilatation as ⇣̄ ! ⇣̄ � s. Using the parameter ✏, we define the
[aFLRW] condition as

[aFLRW]

����e
�⇣̄ Ni

aN

���� = O(✏) , (2.6)

where we have introduced e
�⇣̄ to make the prescription dilatation invarinat. Since the

degrees of freedom to perform the small gauge transformations are already removed by
imposing Eq. (2.3), Eq. (2.6) cannot be fulfilled by choosing the coordinates. In Ref. [3],
the fall-off of the shift vector was imposed as Ni = O(✏). Instead, here we impose the
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2.4.2 Projectable HL gravity

In the projectable version, the story is somewhat simpler, since N does not acquire an
inhomogeneous perturbation. Setting N = 1 and inserting Eq. (2.15) into Eq. (2.18), we
obtain Eq. (2.22) with J = S, which implies the existence of the constant solution in the
limit ✏ ⌧ 1. The existence of the constant solution in the projectable HL gravity was shown
in Ref. [13] by considering a vacuum system and in Ref. [14] by considering a single scalar
field. Our argument extends their analyses to a general matter content.

3 Quantum gradient expansion a la Starobinsky

In the previous section, we have discussed a classical theory. Keeping an application to
the inflationary scenario, in the following, we will extend our discussion to quantum field
theory. In classical theory, we have shown that the constraint equations lead to Eq. (2.22),
where J only depends on the fields which are not dependent of ⇣. To show this aspect, the
dilatation invariance plays the crucial role. In this section, we generalize this discussion to
take into account the quantum correction, including the radiative corrections.

In the rest of this paper, we consider a quantum system which includes the metric
perturbations �g = (⇣, �ij , N, Ni), and matter fields included in Lmatter, which we describe
'
↵ with ↵ = 1, 2, · · · . The fields '

↵ can have a non-zero integer spin S↵, including
higher spin fields that are motivated in cosmological collider program. Nevertheless, the
[aFLRW] condition restricts the non-zero spin field which does not fall off in large scale
limit.

3.1 Dilatation invariance

To discuss a quantum system, as the [LGTinv] condition, using the generator of the dilata-
tion, Q⇣ , we impose

[LGTinv] Q⇣ | i = 0 , (3.1)

where | i denotes the quantum state for the whole degrees of freedom. The generator of
the dilatation x

i
! e

�s
x
i, Q⇣ , which is the Noether charge, is given by 2

Q⇣ ⌘
1

2

Z
d
3x

"
�s⇣(t, x)⇡(t, x) +

X

↵

�s'
↵(t, x)⇡↵(t, x) + (h.c.)

#
, (3.2)

where ⇡↵ denotes the conjugate momentum of '↵, which is an additional field with integer
spin S↵. The Noether charge Q⇣ generates the field-dependent additive shift as

[Q⇣ , ⇣(x)] = �i�s⇣(x) , (3.3)
[Q⇣ , '

↵(x)] = �i�s'
↵(x) . (3.4)

2In our previous paper, we did not explicitly write the contributions of '↵ in Q⇣ . To be precise, these
contributions should be included in Q⇣ . Otherwise, Eq. (3.6) in Ref. [15] cannot be properly derived.
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* ζ is introduced for the dilatation invariance.



Classical Lagrangian2.2 Basic equations

Considering a spacetime which is dominated by a scalar field, we express the total action
as

S =

Z
d
d+1

x
p
�g [Lg + Lmatter] , (2.8)

where Lg is the Lagrangian density for the gravitational field and Lmatter denotes the
Lagrangian density for a matter content, which can include more than one ingredient. As
a theory of gravitation that satisfies the [locality] condition and avoids the appearance of
the ghost, we consider Lg given by

Lg =
1

16⇡G

�
K

i
jK

j
i � �1K

2
�

+ �2
s
R + O(✏2 w/o Ni, ✏

3 w/Ni)

�
, (2.9)

where s
R is the spatial Ricci scalar, Kij is the extrinsic curvature defined as

Kij =
1

2N
(�̇ij �DiNj �DjNi) (2.10)

with the covariant derivative for the spatial metric, Di and K is the trace part, K ⌘ �
ij
Kij .

We assume that the terms in the second line of Lg with Ni are O(✏3) and those without
Ni are O(✏2). This Lagrangian density includes general relativity �1 = �2 = 1 and also the
projectable and non-projectable versions of the Horava-Lifshitz gravity. For the moment,
we do not have to specify Lmatter.

Taking the derivative of the total action with respect to the Lagrange multipliers N

and Ni, we obtain the Hamiltonian constraint as

K
i
jK

j
i � �1K

2
� �2

s
R + 16⇡G⇢ = H

2
⇥O(✏2) , (2.11)

and the momentum constraint as

Dj
⇥
K

j
i � �1�

j
iK

⇤
+ 8⇡GN

@Lmatter

@N i
= aH

2
⇥O

�
✏
2
�
, (2.12)

where we have introduced

⇢ ⌘ �
@

@N
(NLmatter) , (2.13)

which indeed corresponds to the energy density when NiT
0i is of O(✏2). The geometrical

quantities which appear in the constraint equations are summarized in Appendix. Following
Refs. [2, 4], let us describe the extrinsic curvature as

Kij =
K

d
gij + Aij , g

ij
Aij = 0 . (2.14)

The tensor indices of Aij are raised and lowered by gij . Imposing the [aFLRW] condition,
(2.6), we obtain

K

dH
=

1 + ⇣̇/H

N
+ O

✓
✏
2
,

�̄

aH
✏

◆
, (2.15)

A
i
j

H
=

�
il

2NH

✓
�̇lj �

1

d
�lj�

kl
�̇kl

◆
+ O

✓
✏
2
,

�̄

aH
✏

◆
, (2.16)
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【Spatial Diff. invariance】& 【Locality】 
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* Condition on matter sector needs a bit more inspection. 
Matter sector ∋ Integer spin fields w/sDiff + locality



Bottom-line argument

H-const & M-const

Tanaka & Y.U. (in progress)

c.f. projectable HL     M-const
non-projectable HL     H&M-const

 is described only by other independent dynamical fields.

the background values of these fields vanish. Using Eq. (2.27), the first term of Eq. (2.26)
(divided by 8⇡G) reads

N

aH2

@Lmatter

@N i
= �2PIJ

@i�
I

aH

�̇
J

NH
+

N

aH2

@Lothers

@N i
(2.28)

with

Pij ⌘
1

2

✓
@P

@XIJ
+

@P

@XJI

◆
. (2.29)

Then, Eq. (2.26) relates the scalar fields �
I , allowing us to eliminate one of �Is in �⇢. For

example, at linear order of perturbation, Eq. (2.26) reads

GPIJ��
I

˙̄
�
J

H
= O(✏) , (2.30)

where DjA
j
i and @Lothers/@N

i only appears from the second order in perturbation. Solving
Eq. (2.30), we can express one of �I in terms of the other fields. Using Eq. (2.27) and the
Hamiltonian constraint (2.23), we obtain

1

⇢̄

"
2�

 
PIJ

�̇
I

N

�̇
J

N

!
� �P

#
= �

�⇢others + �⇢TT

⇢̄
+ O(✏2) . (2.31)

Inserting Eq. (2.25) into N , we can rewrite Eq. (2.31) into the form of Eq. (2.22), where
the linear contribution of J is given by

JL =
1

2P̄IJ
˙̄
�I ˙̄

�J

h
2�(PIJ �̇

I
�̇
J) � �P

i
. (2.32)

Notice that �⇢others and ⇢TT do not include linear terms in perturbation. Using Eq. (2.26),
we can eliminate one of �

Is in JL and express it in terms of the fields which are not
dependent of ⇣.

Next, using the dilatation invariance, let us show that J can be expressed only in terms
of other independent fields also in non-linear orders. Notice that ⇣ appears in two ways:
one is directly from the spatial metric gij and the other is indirectly from N and Ni. The
dilatation invariance requires ⇣ which directly appears in �⇢tot should be in the combination
of e�⇣

@i or e�S↵⇣'↵, where '↵ is a spin S↵( 6= 0) field (with the lower indices). The existence
of the non-zero spin field which does not fall off for ✏ ⌧ 1 readily contradicts with the
[aFLRW] condition, generating an anisotropic pressure at large scales. For example, let us
consider the kinetic term of a spin-1 field 'i, gij'̇i'̇j . The existence of such a spin-1 filed
generates the anisotropic pressure which does not fall off in ✏ ⌧ 1. Solving the traceless

(i, , j) component of the Einstein equation for the Lagrangian density (2.9), we

find that the existence of the anisotropic pressure for ✏ ⌧ 1 leads to the large

scale shear that contradicts with Eq. (2.6). In the absence of the non-screened field
'
↵ with S↵ 6= 0, all the terms with e

�⇣
@i are suppressed by O(✏2), i.e., all the terms

with ⇣ which appear from g
ij are suppressed by O(✏2). Similarly, the terms with Ni in
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Izumi&Mukohyama(11)

Armendariz-Picon et al(10)

Arai, Sibiryakov, Y.U.(18)

Gumrukcuoglu et al.(11)

(ex) Single scalar field, Linear perturbation

�⇢tot are also suppressed by O(✏2), since it should be contracted by a term with another
spatial index. Solving Eq. (2.26), we can express one of �

I in terms of the other �
Is, e.g.,

�
1 = �

1(�2
, �

3
, · · · ). At non-linear orders, the expression of �

1, in general, becomes non-
local. Eliminating �

1 in J by using the non-local expression, J acquires non-local terms.
However, since the expression of �

1 does not include ⇣ that is not suppressed by O(✏2), such
a non-local contribution does not disturb showing the existence of the constant solution of
⇣ from Eq. (2.22). As a result, the ⇣ dependent terms that are not suppressed by O(✏2) only
appear from N , which is given by Eq. (2.25). Eliminating ⇣̇ which appears in J recursively
by using the lower order expression of Eq. (2.22), we can express J only in terms of the
other fields, implying the non-linear existence of the constant solution for ⇣.

It is insightful that Eq. (2.22), which shows the existence of the constant solution, is
derived from Eq. (2.23), where the non-suppressed ⇣ dependent contributions in ✏ ⌧ 1

can be fully absorbed into the perturbed e-folding number dNUE ⌘ NHdt. Integrating
Eq. (2.25) over time between t1 and t2, we obtain the basic formula in the �N formalism [3,
6, 7] in the uniform expansion slicing 1 as

⇣(t2, x
i) � ⇣(t1, x

i) =

Z t2

t1

dt
0
H(t0)N(t0, xi) � N̄ + O(✏2) , (2.33)

where N̄ denotes the e-folding number for the background geometry. Let us emphasize that
we do not need to assume the fall-off property of �̇ij to derive Eq. (2.33).

In Sec. 2.1, we argued that the leading contribution in the gradient expansion in terms
of ✏ does not always describe the actual leading contribution. To discuss an explicit example,
temporarily in this paragraph, let us consider the linear perturbation for a single field model
in general relativity, where �� can be set to 0 by choosing the time slicing. Then, solving
the constraint equations, we obtain

⇣̇

H
=

2(d � 1)H2

16⇡G
˙̄
�2

@kNk

a2H
+ O(✏2) . (2.34)

In linear perturbation, Ni is related to the scalar shear �g as k�g ⇠ @iNi/a, which falls off
as k�g / 1/ad�1 (in the absence of the anisotropic pressure) in the limit ✏ ⌧ 1. Since the
first term in Eq. (2.34) is the sub-leading contribution in the gradient expansion, the leading
contribution in the gradient expansion describes the constant solution of ⇣ as ⇣̇/H = O(✏2).
Now, let us show that the sub-leading contribution in the gradient expansion can dominate
the constant solution. Using @iNi / 1/ad�2 and integrating the first term of Eq. (2.34), we
obtain the other solution, which evolves as

⇣
(L), dec

/

Z
dt

H
2

ad
˙̄
�2

(2.35)

and is sometimes called the Weinberg’s second mode. As far as �̇/H stays almost constant
in time as in the standard slow-roll inflation, Eq. (2.35) describes the decaying solution.

1For a general time slicing, dN is defined as dN ⌘ (K/d)Ndt and Eq. (2.33) is derived from the purely
geometrical expression, Eq. (2.15) [7].

– 9 –

H-const

�⇢tot are also suppressed by O(✏2), since it should be contracted by a term with another
spatial index. Solving Eq. (2.26), we can express one of �

I in terms of the other �
Is, e.g.,

�
1 = �

1(�2
, �

3
, · · · ). At non-linear orders, the expression of �

1, in general, becomes non-
local. Eliminating �

1 in J by using the non-local expression, J acquires non-local terms.
However, since the expression of �

1 does not include ⇣ that is not suppressed by O(✏2), such
a non-local contribution does not disturb showing the existence of the constant solution of
⇣ from Eq. (2.22). As a result, the ⇣ dependent terms that are not suppressed by O(✏2) only
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(L), dec
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Z
dt

H
2
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˙̄
�2

(2.35)

and is sometimes called the Weinberg’s second mode. As far as �̇/H stays almost constant
in time as in the standard slow-roll inflation, Eq. (2.35) describes the decaying solution.

1For a general time slicing, dN is defined as dN ⌘ (K/d)Ndt and Eq. (2.33) is derived from the purely
geometrical expression, Eq. (2.15) [7].
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where �̄ is (the abbreviated notation of) the Christoffel symbol for the background spatial
metric �̄ij , which vanishes for K = 0. Notice that @t det � = 0 implies

�
ij
�̇ij = 0 .

Inserting Eq. (2.14) into Eq. (2.12), we obtain

@i
K

dH
=

1

d�1 � 1


DjA

j
i

H
+

8⇡GN

H

@Lmatter

@N i

�
+ O(✏2) . (2.17)

Solving this expression, we obtain

K

dH
� 1 = S + O(✏) (2.18)

with

S ⌘
1

d�1 � 1
@
�2

�̄
ik
@k


8⇡GN

H

@Lmatter

@N i
+

DjA
j
i

H

�
, (2.19)

and @
2
⌘ �̄

ij
@i@j . Taking into account that S does not have a background contribution, we

inserted �1 in the left hand side of Eq. (2.18). The boundary condition of the inverse Lapla-
cian should be determined so that the [aFLRW] condition is fulfilled. Inserting Eq. (2.18)
into Eq. (2.11), we obtain the Friedmann equation

d(d�1 � 1)H2 + d(d� 1)�2
K

a2
= 16⇡G⇢̄ , (2.20)

and the perturbed Hamiltonian constraint equation as

d(d�1 � 1)S(S + 2) �
A

i
jA

j
i

H2
+ �2

�
s
R

H2
= 16⇡G

�⇢

H2
+ O(✏2) . (2.21)

where �X denotes the perturbed variable of X, defined as �X = X � X̄. Let us emphasize
that Eqs. (2.18) and (2.21) are fully non-linear expressions.

In Ref. [3], considering a perfect fluid, the existence of the constant solution for ⇣ was
shown by using the energy conservation. Here, using the constraint equations, we show
the existence of the constant solution generically under the [aFLRW] , [LGTinv] , and
[locality] conditions. The outlined argument is as follows. We will show that Eqs. (2.14)
and (2.21) lead to

⇣̇

H
= J + O(✏) . (2.22)

Furthermore, the [locality] condition, which has not been manifestly used yet, restricts
the terms in J to those that do not include ⇣ and are expressed only in terms of other
independent dynamical degrees of freedom. One can see that the [LGTinv] condition indeed
restricts the possible terms by considering the case where the background spatial curvature
K does not vanish. The invariance under the dilation requires K = 0, because the presence
of the curvature scale 1/

p
|K| violates the dilatation invariance. This can be explicitly seen
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(d+1)-dim Diff



Existence of const. solution w/ (d+1)-dim Diff

in the background metric �̄ij , which includes K�ijx
i
x
j . Thus, the dilatation invariance sets

the terms of O(✏�̄/aH) in Eqs. (2.15) and (2.16) and also the last term in the first line of
Eq. (2.21) to 0. In the following, requesting the [LGTinv] condition, we set K = 0.

Equation (2.22) directly shows the existence of the constant solution as the homoge-
neous solution of Eq. (2.22). This constant solution exists non-linearly in ✏ ⌧ 1, since all
the terms with ⇣ are suppressed by O(✏2) in the right hand side of Eq. (2.22).

2.3 Diff invariant theory

With the (d + 1)-dim. Diff invariance, we can choose the time slicing, performing the
transformation t ! t̃(t, xi). We determine the time slicing, requesting K = dH, which is
called the uniform expansion slicing. In this gauge, using Eq. (2.18), we obtain S = O(✏).
Inserting this expression into Eq. (2.21) and using the Friedmann equation (2.20), we obtain

�⇢tot

⇢̄
= O(✏) . (2.23)

Here, we have introduced

�⇢TT ⌘
A

i
jA

j
i

16⇡G
, (2.24)

interpreting it as the energy density of the transverse traceless modes. Equation (2.23) can
be understood as requesting the large scale fall-off of the fluctuation of the "total" energy
density �⇢total ⌘ �⇢ + �⇢TT. Evaluating Eq. (2.15) in this slicing, we obtain

N = 1 +
⇣̇

H
+ O(✏2) . (2.25)

Since S, given in Eq. (2.19), is

@
2
S = (aH)2 ⇥O(✏3) ,

we obtain

1

aH


8⇡GN

H

@Lmatter

@N i
+

DjA
j
i

H

�
= O(✏2) . (2.26)

Solving Eq. (2.26), we can express one degree of freedom, e.g., the dominant one in the
Universe, by other degrees of freedom. Rewriting Eq. (2.23), we obtain Eq. (2.22).

To see this procedure more explicitly, let us consider an example where the background
Universe is predominantly composed of scalar field(s) whose Lagrangian density is given
by [5]

Lmatter = P (XIJ
, �

I) + Lothers (2.27)

with X
IJ = �@µ�

I
@
µ
�
J . As another degree of freedom, Lothers can also include non-zero

integer spin fields, which may be motivated in the context of cosmological collider. Here, let
us assume that the fields in Lothers do not contribute to the background geometry so that
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J . As another degree of freedom, Lothers can also include non-zero

integer spin fields, which may be motivated in the context of cosmological collider. Here, let
us assume that the fields in Lothers do not contribute to the background geometry so that
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M-const

in the background metric �̄ij , which includes K�ijx
i
x
j . Thus, the dilatation invariance sets

the terms of O(✏�̄/aH) in Eqs. (2.15) and (2.16) and also the last term in the first line of
Eq. (2.21) to 0. In the following, requesting the [LGTinv] condition, we set K = 0.

Equation (2.22) directly shows the existence of the constant solution as the homoge-
neous solution of Eq. (2.22). This constant solution exists non-linearly in ✏ ⌧ 1, since all
the terms with ⇣ are suppressed by O(✏2) in the right hand side of Eq. (2.22).

2.3 Diff invariant theory

With the (d + 1)-dim. Diff invariance, we can choose the time slicing, performing the
transformation t ! t̃(t, xi). We determine the time slicing, requesting K = dH, which is
called the uniform expansion slicing. In this gauge, using Eq. (2.18), we obtain S = O(✏).
Inserting this expression into Eq. (2.21) and using the Friedmann equation (2.20), we obtain

�⇢tot
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�⇢TT ⌘
A

i
jA

j
i

16⇡G
, (2.24)

interpreting it as the energy density of the transverse traceless modes. Equation (2.23) can
be understood as requesting the large scale fall-off of the fluctuation of the "total" energy
density �⇢total ⌘ �⇢ + �⇢TT. Evaluating Eq. (2.15) in this slicing, we obtain

N = 1 +
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H
+ O(✏2) . (2.25)

Since S, given in Eq. (2.19), is

@
2
S = (aH)2 ⇥ O(✏3) ,
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aH


8⇡GN

H

@Lmatter

@N i
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DjA
j
i

H

�
= O(✏2) . (2.26)

Solving Eq. (2.26), we can express one degree of freedom, e.g., the dominant one in the
Universe, by other degrees of freedom. Rewriting Eq. (2.23), we obtain Eq. (2.22).

To see this procedure more explicitly, let us consider an example where the background
Universe is predominantly composed of scalar field(s) whose Lagrangian density is given
by [5]

Lmatter = P (XIJ
, �
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Remove one field

�⇢tot are also suppressed by O(✏2), since it should be contracted by a term with another
spatial index. Solving Eq. (2.26), we can express one of �

I in terms of the other �
Is, e.g.,

�
1 = �

1(�2
, �

3
, · · · ). At non-linear orders, the expression of �

1, in general, becomes non-
local. Eliminating �

1 in J by using the non-local expression, J acquires non-local terms.
However, since the expression of �

1 does not include ⇣ that is not suppressed by O(✏2), such
a non-local contribution does not disturb showing the existence of the constant solution of
⇣ from Eq. (2.22). As a result, the ⇣ dependent terms that are not suppressed by O(✏2) only
appear from N , which is given by Eq. (2.25). Eliminating ⇣̇ which appears in J recursively
by using the lower order expression of Eq. (2.22), we can express J only in terms of the
other fields, implying the non-linear existence of the constant solution for ⇣.

It is insightful that Eq. (2.22), which shows the existence of the constant solution, is
derived from Eq. (2.23), where the non-suppressed ⇣ dependent contributions in ✏ ⌧ 1

can be fully absorbed into the perturbed e-folding number dNUE ⌘ NHdt. Integrating
Eq. (2.25) over time between t1 and t2, we obtain the basic formula in the �N formalism [3,
6, 7] in the uniform expansion slicing 1 as

⇣(t2, x
i) � ⇣(t1, x

i) =

Z t2

t1

dt
0
H(t0)N(t0, xi) � N̄ + O(✏2) , (2.33)

where N̄ denotes the e-folding number for the background geometry. Let us emphasize that
we do not need to assume the fall-off property of �̇ij to derive Eq. (2.33).

In Sec. 2.1, we argued that the leading contribution in the gradient expansion in terms
of ✏ does not always describe the actual leading contribution. To discuss an explicit example,
temporarily in this paragraph, let us consider the linear perturbation for a single field model
in general relativity, where �� can be set to 0 by choosing the time slicing. Then, solving
the constraint equations, we obtain

⇣̇

H
=

2(d � 1)H2

16⇡G
˙̄
�2

@kNk

a2H
+ O(✏2) . (2.34)

In linear perturbation, Ni is related to the scalar shear �g as k�g ⇠ @iNi/a, which falls off
as k�g / 1/ad�1 (in the absence of the anisotropic pressure) in the limit ✏ ⌧ 1. Since the
first term in Eq. (2.34) is the sub-leading contribution in the gradient expansion, the leading
contribution in the gradient expansion describes the constant solution of ⇣ as ⇣̇/H = O(✏2).
Now, let us show that the sub-leading contribution in the gradient expansion can dominate
the constant solution. Using @iNi / 1/ad�2 and integrating the first term of Eq. (2.34), we
obtain the other solution, which evolves as

⇣
(L), dec

/

Z
dt

H
2

ad
˙̄
�2

(2.35)

and is sometimes called the Weinberg’s second mode. As far as �̇/H stays almost constant
in time as in the standard slow-roll inflation, Eq. (2.35) describes the decaying solution.

1For a general time slicing, dN is defined as dN ⌘ (K/d)Ndt and Eq. (2.33) is derived from the purely
geometrical expression, Eq. (2.15) [7].
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N = 1 +
⇣̇

H
+ O(✏2) . (2.25)
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�
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Solving Eq. (2.26), we can express one degree of freedom, e.g., the dominant one in the
Universe, by other degrees of freedom. Rewriting Eq. (2.23), we obtain Eq. (2.22).

To see this procedure more explicitly, let us consider an example where the background
Universe is predominantly composed of scalar field(s) whose Lagrangian density is given
by [5]

Lmatter = P (XIJ
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I) + Lothers (2.27)

with X
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J . As another degree of freedom, Lothers can also include non-zero

integer spin fields, which may be motivated in the context of cosmological collider. Here, let
us assume that the fields in Lothers do not contribute to the background geometry so that

– 7 –

in the background metric �̄ij , which includes K�ijx
i
x
j . Thus, the dilatation invariance sets

the terms of O(✏�̄/aH) in Eqs. (2.15) and (2.16) and also the last term in the first line of
Eq. (2.21) to 0. In the following, requesting the [LGTinv] condition, we set K = 0.

Equation (2.22) directly shows the existence of the constant solution as the homoge-
neous solution of Eq. (2.22). This constant solution exists non-linearly in ✏ ⌧ 1, since all
the terms with ⇣ are suppressed by O(✏2) in the right hand side of Eq. (2.22).

2.3 Diff invariant theory

With the (d + 1)-dim. Diff invariance, we can choose the time slicing, performing the
transformation t ! t̃(t, xi). We determine the time slicing, requesting K = dH, which is
called the uniform expansion slicing. In this gauge, using Eq. (2.18), we obtain S = O(✏).
Inserting this expression into Eq. (2.21) and using the Friedmann equation (2.20), we obtain

�⇢tot

⇢̄
= O(✏) . (2.23)

Here, we have introduced

�⇢TT ⌘
A

i
jA

j
i

16⇡G
, (2.24)

interpreting it as the energy density of the transverse traceless modes. Equation (2.23) can
be understood as requesting the large scale fall-off of the fluctuation of the "total" energy
density �⇢total ⌘ �⇢ + �⇢TT. Evaluating Eq. (2.15) in this slicing, we obtain

N = 1 +
⇣̇

H
+ O(✏2) . (2.25)

Since S, given in Eq. (2.19), is

@
2
S = (aH)2 ⇥ O(✏3) ,

we obtain

1

aH


8⇡GN

H

@Lmatter

@N i
+

DjA
j
i

H

�
= O(✏2) . (2.26)

Solving Eq. (2.26), we can express one degree of freedom, e.g., the dominant one in the
Universe, by other degrees of freedom. Rewriting Eq. (2.23), we obtain Eq. (2.22).

To see this procedure more explicitly, let us consider an example where the background
Universe is predominantly composed of scalar field(s) whose Lagrangian density is given
by [5]

Lmatter = P (XIJ
, �

I) + Lothers (2.27)

with X
IJ = �@µ�

I
@
µ
�
J . As another degree of freedom, Lothers can also include non-zero

integer spin fields, which may be motivated in the context of cosmological collider. Here, let
us assume that the fields in Lothers do not contribute to the background geometry so that

– 7 –

ζ w/o           appears only through N  (or δN) in�⇢tot are also suppressed by O(✏2), since it should be contracted by a term with another
spatial index. Solving Eq. (2.26), we can express one of �

I in terms of the other �
Is, e.g.,
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3
, · · · ). At non-linear orders, the expression of �

1, in general, becomes non-
local. Eliminating �

1 in J by using the non-local expression, J acquires non-local terms.
However, since the expression of �

1 does not include ⇣ that is not suppressed by O(✏2), such
a non-local contribution does not disturb showing the existence of the constant solution of
⇣ from Eq. (2.22). As a result, the ⇣ dependent terms that are not suppressed by O(✏2) only
appear from N , which is given by Eq. (2.25). Eliminating ⇣̇ which appears in J recursively
by using the lower order expression of Eq. (2.22), we can express J only in terms of the
other fields, implying the non-linear existence of the constant solution for ⇣.

It is insightful that Eq. (2.22), which shows the existence of the constant solution, is
derived from Eq. (2.23), where the non-suppressed ⇣ dependent contributions in ✏ ⌧ 1

can be fully absorbed into the perturbed e-folding number dNUE ⌘ NHdt. Integrating
Eq. (2.25) over time between t1 and t2, we obtain the basic formula in the �N formalism [3,
6, 7] in the uniform expansion slicing 1 as
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H(t0)N(t0, xi) � N̄ + O(✏2) , (2.33)

where N̄ denotes the e-folding number for the background geometry. Let us emphasize that
we do not need to assume the fall-off property of �̇ij to derive Eq. (2.33).

In Sec. 2.1, we argued that the leading contribution in the gradient expansion in terms
of ✏ does not always describe the actual leading contribution. To discuss an explicit example,
temporarily in this paragraph, let us consider the linear perturbation for a single field model
in general relativity, where �� can be set to 0 by choosing the time slicing. Then, solving
the constraint equations, we obtain
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H
=
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16⇡G
˙̄
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@kNk

a2H
+ O(✏2) . (2.34)

In linear perturbation, Ni is related to the scalar shear �g as k�g ⇠ @iNi/a, which falls off
as k�g / 1/ad�1 (in the absence of the anisotropic pressure) in the limit ✏ ⌧ 1. Since the
first term in Eq. (2.34) is the sub-leading contribution in the gradient expansion, the leading
contribution in the gradient expansion describes the constant solution of ⇣ as ⇣̇/H = O(✏2).
Now, let us show that the sub-leading contribution in the gradient expansion can dominate
the constant solution. Using @iNi / 1/ad�2 and integrating the first term of Eq. (2.34), we
obtain the other solution, which evolves as

⇣
(L), dec

/

Z
dt

H
2

ad
˙̄
�2

(2.35)

and is sometimes called the Weinberg’s second mode. As far as �̇/H stays almost constant
in time as in the standard slow-roll inflation, Eq. (2.35) describes the decaying solution.

1For a general time slicing, dN is defined as dN ⌘ (K/d)Ndt and Eq. (2.33) is derived from the purely
geometrical expression, Eq. (2.15) [7].
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where �̄ is (the abbreviated notation of) the Christoffel symbol for the background spatial
metric �̄ij , which vanishes for K = 0. Notice that @t det � = 0 implies

�
ij
�̇ij = 0 .

Inserting Eq. (2.14) into Eq. (2.12), we obtain

@i
K

dH
=

1

d�1 � 1


DjA

j
i

H
+

8⇡GN

H

@Lmatter

@N i

�
+ O(✏2) . (2.17)

Solving this expression, we obtain

K

dH
� 1 = S + O(✏) (2.18)

with

S ⌘
1

d�1 � 1
@
�2

�̄
ik
@k


8⇡GN

H

@Lmatter

@N i
+

DjA
j
i

H

�
, (2.19)

and @
2
⌘ �̄

ij
@i@j . Taking into account that S does not have a background contribution, we

inserted �1 in the left hand side of Eq. (2.18). The boundary condition of the inverse Lapla-
cian should be determined so that the [aFLRW] condition is fulfilled. Inserting Eq. (2.18)
into Eq. (2.11), we obtain the Friedmann equation

d(d�1 � 1)H2 + d(d� 1)�2
K

a2
= 16⇡G⇢̄ , (2.20)

and the perturbed Hamiltonian constraint equation as

d(d�1 � 1)S(S + 2) �
A

i
jA

j
i

H2
+ �2

�
s
R

H2
= 16⇡G

�⇢

H2
+ O(✏2) . (2.21)

where �X denotes the perturbed variable of X, defined as �X = X � X̄. Let us emphasize
that Eqs. (2.18) and (2.21) are fully non-linear expressions.

In Ref. [3], considering a perfect fluid, the existence of the constant solution for ⇣ was
shown by using the energy conservation. Here, using the constraint equations, we show
the existence of the constant solution generically under the [aFLRW] , [LGTinv] , and
[locality] conditions. The outlined argument is as follows. We will show that Eqs. (2.14)
and (2.21) lead to

⇣̇

H
= J + O(✏) . (2.22)

Furthermore, the [locality] condition, which has not been manifestly used yet, restricts
the terms in J to those that do not include ⇣ and are expressed only in terms of other
independent dynamical degrees of freedom. One can see that the [LGTinv] condition indeed
restricts the possible terms by considering the case where the background spatial curvature
K does not vanish. The invariance under the dilation requires K = 0, because the presence
of the curvature scale 1/

p
|K| violates the dilatation invariance. This can be explicitly seen
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also for inhomogeneous ζ 【locality】  



Outline

1) Exercise in classical theory (Mostly review)

2) Extension to quantum theory

- Definition of asym. FLRW, following gradient expansion

- IR properties: Cost. solution of ζ (a.k.a.Weinberg’s adiabatic mode) 

- Stochastic approach +  Gradient expansion
Repeat the same argument, using effective action.



Dilatation invariance

2.4.2 Projectable HL gravity

In the projectable version, the story is somewhat simpler, since N does not acquire an
inhomogeneous perturbation. Setting N = 1 and inserting Eq. (2.15) into Eq. (2.18), we
obtain Eq. (2.22) with J = S, which implies the existence of the constant solution in the
limit ✏ ⌧ 1. The existence of the constant solution in the projectable HL gravity was shown
in Ref. [13] by considering a vacuum system and in Ref. [14] by considering a single scalar
field. Our argument extends their analyses to a general matter content.

3 Quantum gradient expansion a la Starobinsky

In the previous section, we have discussed a classical theory. Keeping an application to
the inflationary scenario, in the following, we will extend our discussion to quantum field
theory. In classical theory, we have shown that the constraint equations lead to Eq. (2.22),
where J only depends on the fields which are not dependent of ⇣. To show this aspect, the
dilatation invariance plays the crucial role. In this section, we generalize this discussion to
take into account the quantum correction, including the radiative corrections.

In the rest of this paper, we consider a quantum system which includes the metric
perturbations �g = (⇣, �ij , N, Ni), and matter fields included in Lmatter, which we describe
'

↵ with ↵ = 1, 2, · · · . The fields '
↵ can have a non-zero integer spin S↵, including

higher spin fields that are motivated in cosmological collider program. Nevertheless, the
[aFLRW] condition restricts the non-zero spin field which does not fall off in large scale
limit.

3.1 Dilatation invariance

To discuss a quantum system, as the [LGTinv] condition, using the generator of the dilata-
tion, Q⇣ , we impose

[LGTinv] Q⇣ | i = 0 , (3.1)

where | i denotes the quantum state for the whole degrees of freedom. The generator of
the dilatation x

i
! e

�s
x
i, Q⇣ , which is the Noether charge, is given by 2

Q⇣ ⌘
1

2

Z
d
3x

"
�s⇣(t, x)⇡(t, x) +

X

↵

�s'
↵(t, x)⇡↵(t, x) + (h.c.)

#
, (3.2)

where ⇡↵ denotes the conjugate momentum of '
↵, which is an additional field with integer

spin S↵. The Noether charge Q⇣ generates the field-dependent additive shift as

[Q⇣ , ⇣(x)] = �i�s⇣(x) , (3.3)
[Q⇣ , '

↵(x)] = �i�s'
↵(x) . (3.4)

2In our previous paper, we did not explicitly write the contributions of '↵ in Q⇣ . To be precise, these
contributions should be included in Q⇣ . Otherwise, Eq. (3.6) in Ref. [15] cannot be properly derived.
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Noether charge of the dilatation

We express the tensor indices of '↵ as lower indices. Then, these fields transform as

'
↵s(t, xs) = e

�S↵s'
↵(t, x) (3.5)

under the dilatation x ! xs = e
sx. The scaling dimension S↵ is the only information we

need for the following discussion. Then, the variations of ⇣ and '
↵ under the dilatation are

given by

�s⇣(t, x) ' �s(1 + x · @x⇣(t, x)) , (3.6)
�s'

↵(t, x) ' �s(S↵ + x · @x)'↵(t, x) . (3.7)

Under a simple shift symmetry, the change of the fields is just a field-independent additive
constant. The other metric components transform under the dilatation as

Ns(t, xs) = N(t, x) , (3.8)
Ni,s(t, xs) = e

�s
Ni(t,x) , (3.9)

�ij,s(t, xs) = �ij(t,x) . (3.10)

while the spatial metric gij transforms as a rank-2 tensor under the dilatation, �ij transforms
as a scalar.

The dilatation invariance (3.1) restricts the quantum states both for (the independent
fields amoung) �g and '

↵. One of the examples which satisfy (3.1) is the adiabatic vacuum
or the Euclidean vacuum which is defined by imposing the regularity in the limits t !

�1(1 + i") (see e.g., Ref. [16]). The dilatation invariance remains unbroken, since the
definition of the adiabatic vacuum does not induce any specific scale. For example, in
Ref. [17], considering a system with the inflaton and a massive spectator scalar field �, we
discussed the dilatation invariance condition imposed on �, showing that the invariance
can be preserved, when we choose the WKB solution for �. In this paper, denoting the
quantum state for the adiabatic vacuum as | adii, we assume that the quantum state | i

can be expressed as

| i = U(�g, '↵)| adii , (3.11)

where U is a unitary operator with U
†
U = 1. With this choice, | i satisfies the normal-

ization condition, h | i = h adi | adii = 1. Notice that the dilatation invariance of | i
requires

[Q⇣ , U(�g, '↵)]| adii = 0 , (3.12)

i.e., the dilatation invariance of U(�g, '↵), where we used Q| adii = 0.
The quantum state given in Eq. (3.11) includes an excited state pumped up by an

interaction described by the unitary operator U . Furthermore, since the Bogoliubov trans-
formation can be described by using the unitary squeezed operator:

Sk(✓k, �k) ⌘ exp
h
i✓k

⇣
aka�ke

i�k + a
†
�ka

†
ke

�i�k

⌘i
(3.13)
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: Quantum state for gμν, 
We express the tensor indices of '
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including higher spin particles Arkani-Hamed& Maldacena(15)

2.4.2 Projectable HL gravity

In the projectable version, the story is somewhat simpler, since N does not acquire an
inhomogeneous perturbation. Setting N = 1 and inserting Eq. (2.15) into Eq. (2.18), we
obtain Eq. (2.22) with J = S, which implies the existence of the constant solution in the
limit ✏ ⌧ 1. The existence of the constant solution in the projectable HL gravity was shown
in Ref. [13] by considering a vacuum system and in Ref. [14] by considering a single scalar
field. Our argument extends their analyses to a general matter content.

3 Quantum gradient expansion a la Starobinsky

In the previous section, we have discussed a classical theory. Keeping an application to
the inflationary scenario, in the following, we will extend our discussion to quantum field
theory. In classical theory, we have shown that the constraint equations lead to Eq. (2.22),
where J only depends on the fields which are not dependent of ⇣. To show this aspect, the
dilatation invariance plays the crucial role. In this section, we generalize this discussion to
take into account the quantum correction, including the radiative corrections.

In the rest of this paper, we consider a quantum system which includes the metric
perturbations �g = (⇣, �ij , N, Ni), and matter fields included in Lmatter, which we describe
'

↵ with ↵ = 1, 2, · · · . The fields '
↵ can have a non-zero integer spin S↵, including

higher spin fields that are motivated in cosmological collider program. Nevertheless, the
[aFLRW] condition restricts the non-zero spin field which does not fall off in large scale
limit.

3.1 Dilatation invariance

To discuss a quantum system, as the [LGTinv] condition, using the generator of the dilata-
tion, Q⇣ , we impose

[LGTinv] Q⇣ | i = 0 , (3.1)

where | i denotes the quantum state for the whole degrees of freedom. The generator of
the dilatation x

i
! e

�s
x
i, Q⇣ , which is the Noether charge, is given by 2

Q⇣ ⌘
1

2

Z
d
3x

"
�s⇣(t, x)⇡(t, x) +

X

↵

�s'
↵(t, x)⇡↵(t, x) + (h.c.)

#
, (3.2)

where ⇡↵ denotes the conjugate momentum of '
↵, which is an additional field with integer

spin S↵. The Noether charge Q⇣ generates the field-dependent additive shift as

[Q⇣ , ⇣(x)] = �i�s⇣(x) , (3.3)
[Q⇣ , '

↵(x)] = �i�s'
↵(x) . (3.4)

2In our previous paper, we did not explicitly write the contributions of '↵ in Q⇣ . To be precise, these
contributions should be included in Q⇣ . Otherwise, Eq. (3.6) in Ref. [15] cannot be properly derived.
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+ ….

Dilatation invariance of the quantum system



Locality

Effective action is in general non-local.

We express the tensor indices of '
↵ as lower indices. Then, these fields transform as

'
↵s(t, xs) = e

�S↵s'
↵(t, x) (3.5)

under the dilatation x ! xs = e
sx. The scaling dimension S↵ is the only information we

need for the following discussion. Then, the variations of ⇣ and '
↵ under the dilatation are

given by

�s⇣(t, x) ' �s(1 + x · @x⇣(t, x)) , (3.6)
�s'

↵(t, x) ' �s(S↵ + x · @x)'↵(t, x) . (3.7)

Under a simple shift symmetry, the change of the fields is just a field-independent additive
constant. The other metric components transform under the dilatation as

Ns(t, xs) = N(t, x) , (3.8)
Ni,s(t, xs) = e

�s
Ni(t,x) , (3.9)

�ij,s(t, xs) = �ij(t,x) . (3.10)

while the spatial metric gij transforms as a rank-2 tensor under the dilatation, �ij transforms
as a scalar.

The dilatation invariance (3.1) restricts the quantum states both for (the independent
fields amoung) �g and '

↵. One of the examples which satisfy (3.1) is the adiabatic vacuum
or the Euclidean vacuum which is defined by imposing the regularity in the limits t !

�1(1 + i") (see e.g., Ref. [16]). The dilatation invariance remains unbroken, since the
definition of the adiabatic vacuum does not induce any specific scale. For example, in
Ref. [17], considering a system with the inflaton and a massive spectator scalar field �, we
discussed the dilatation invariance condition imposed on �, showing that the invariance
can be preserved, when we choose the WKB solution for �. In this paper, denoting the
quantum state for the adiabatic vacuum as | adii, we assume that the quantum state | i

can be expressed as

| i = U(�g, '
↵)| adii , (3.11)

where U is a unitary operator with U
†
U = 1. With this choice, | i satisfies the normal-

ization condition, h | i = h adi | adii = 1. Notice that the dilatation invariance of | i

requires

[Q⇣ , U(�g, '
↵)]| adii = 0 , (3.12)

i.e., the dilatation invariance of U(�g, '
↵), where we used Q| adii = 0.

The quantum state given in Eq. (3.11) includes an excited state pumped up by an
interaction described by the unitary operator U . Furthermore, since the Bogoliubov trans-
formation can be described by using the unitary squeezed operator:
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: adiabatic vacuum or Euclidean vacuum

with the real parameters ✓k and �k as

bk = cosh ✓kak � i sinh ✓ke
�i�ka

†
�k = Sk(✓k, �k)akS

†
k(✓k, �k) , (3.14)

another vacuum state, which satisfies bk| 0
i = 0, can be described, in the form (3.11), as

| 0
i =

Y

k

Sk(✓k, �k)| adii . (3.15)

Here, ak and a
†
k are the annihilation and creation operators for either of '↵s, that satisfy

the standard commutation relation. For a free theory in de Sitter limit, | adii is called
the Bunch-Davies vacuum and the set of the vacuum states | ̃i, related to the Bunch-
Davies vacuum through the Bogoliubov transformation, is called the non Bunch-Davies
vacuum. As one can imagine from the fact that the non Bunch-Davies vacuum is related to
the Bunch-Davies vacuum through the squeezed operator, the former exhibits the particle
excitation in the basis of the Bunch-Davies vacuum.

3.2 Influence functional

In the previous section, considering a classical theory, we discussed the long mode of ⇣,
solving the constraint equations up to O(✏2). In this section, we discuss how the evolution
of ⇣ can be modified by the quantum corrections due to the short modes of O(✏2), which are
simply ignored in the previous section. For ' ⌘ {�g, '

↵
}, we introduce the short modes

and the long modes as

✏
2'(S)(t, x) ⌘ e

�2⇣̄ @
2

(aH)2
'(t, x) , (3.16)

'(L)(t, x) ⌘ '(t, x) �'(S)(t, x) , (3.17)

where ⇣̄ denotes the spatial average of ⇣, evaluated at a reference time t?. The definition of
the long and short modes is introduced so that it does not break the dilatation invariance
e.g., as ✏ ⇠ e

�⇣̄
@i/(aH). This becomes important in particular at the higher orders in the

gradient expansion, while we focus on the leading order in this paper. The basic idea is along
the line with the stochastic approach, initiated by Starobinsky [18–20], while we introduce
the long and short modes in the position space, maintaining the dilatation invariance. In
this regards, our approach can be understood as a generalization of the gradient expansion
to include the ignored short modes based on the stochastic approach.

We now compute the effective action, using the path integral prescription. The inte-
gration measure of the path integral should be introduced in the form which preserves the
dilatation invariance. Using ⇣̄, let us introduce

g
'
↵(t, x) ⌘ e

�S↵⇣̄'
↵(t, e�⇣̄x) , g

⇣
(S)(t,x) ⌘ ⇣

(S)(t, e�⇣̄x) ,

g
N

(S)(t,x) ⌘ N
(S)(t, e�⇣̄x) , g

N
(S)
i (t,x) ⌘ e

�⇣̄
N

(S)
i (t, e�⇣̄x) , (3.18)

g
�
(S)
ij (t,x) ⌘ �

(S)
ij (t, e�⇣̄x) ,
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e.g. non-adiabatic vac.
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2.4.2 Projectable HL gravity
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#
, (3.2)

where ⇡↵ denotes the conjugate momentum of '
↵, which is an additional field with integer

spin S↵. The Noether charge Q⇣ generates the field-dependent additive shift as

[Q⇣ , ⇣(x)] = �i�s⇣(x) , (3.3)
[Q⇣ , '

↵(x)] = �i�s'
↵(x) . (3.4)

2In our previous paper, we did not explicitly write the contributions of '↵ in Q⇣ . To be precise, these
contributions should be included in Q⇣ . Otherwise, Eq. (3.6) in Ref. [15] cannot be properly derived.
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2.4.2 Projectable HL gravity
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We express the tensor indices of '
↵ as lower indices. Then, these fields transform as

'
↵s(t, xs) = e

�S↵s'
↵(t, x) (3.5)

under the dilatation x ! xs = e
sx. The scaling dimension S↵ is the only information we

need for the following discussion. Then, the variations of ⇣ and '
↵ under the dilatation are

given by

�s⇣(t, x) ' �s(1 + x · @x⇣(t, x)) , (3.6)
�s'

↵(t, x) ' �s(S↵ + x · @x)'↵(t, x) . (3.7)

Under a simple shift symmetry, the change of the fields is just a field-independent additive
constant. The other metric components transform under the dilatation as

Ns(t, xs) = N(t, x) , (3.8)
Ni,s(t, xs) = e

�s
Ni(t,x) , (3.9)

�ij,s(t, xs) = �ij(t,x) . (3.10)

while the spatial metric gij transforms as a rank-2 tensor under the dilatation, �ij transforms
as a scalar.

The dilatation invariance (3.1) restricts the quantum states both for (the independent
fields amoung) �g and '

↵. One of the examples which satisfy (3.1) is the adiabatic vacuum
or the Euclidean vacuum which is defined by imposing the regularity in the limits t !

�1(1 + i") (see e.g., Ref. [16]). The dilatation invariance remains unbroken, since the
definition of the adiabatic vacuum does not induce any specific scale. For example, in
Ref. [17], considering a system with the inflaton and a massive spectator scalar field �, we
discussed the dilatation invariance condition imposed on �, showing that the invariance
can be preserved, when we choose the WKB solution for �. In this paper, denoting the
quantum state for the adiabatic vacuum as | adii, we assume that the quantum state | i

can be expressed as

| i = U(�g, '
↵)| adii , (3.11)

where U is a unitary operator with U
†
U = 1. With this choice, | i satisfies the normal-

ization condition, h | i = h adi | adii = 1. Notice that the dilatation invariance of | i

requires

[Q⇣ , U(�g, '
↵)]| adii = 0 , (3.12)

i.e., the dilatation invariance of U(�g, '
↵), where we used Q| adii = 0.

The quantum state given in Eq. (3.11) includes an excited state pumped up by an
interaction described by the unitary operator U . Furthermore, since the Bogoliubov trans-
formation can be described by using the unitary squeezed operator:

Sk(✓k, �k) ⌘ exp
h
i✓k

⇣
aka�ke

i�k + a
†
�ka

†
ke

�i�k

⌘i
(3.13)
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which remain invariant under the dilatation, because ⇣̄ transforms as ⇣̄
s + s = ⇣̄ under

the dilatation x ! xs = e
sx. Using these variables, we define the integral measure in the

dilatation invariant combination as

D
g'(S)

⌘ D
g
⇣
(S)

D
g
�
(S)
ij

Y

↵

D
g
'
↵(S) (3.19)

For a (d + 1)-dim Diff invariant theory, we can eliminate one of g
'
↵s, choosing the time

slicing. We eliminate one of '↵(S)s, setting the field fluctuation to 0. For example, when '
↵

includes the scalar fields whose Lagrangian density is given by the first term of Eq. (2.27),
we impose the gauge condition GPIJ �̇

I
��

J(S) = 0. The eliminated field should not be
included in the integral measure. Furthermore, since we can relate N and Ni with other
dynamical degrees of freedom (or we can set N to 1 for the projectable HL gravity), using
the constraint equations, we do not include N and Ni in the integration measure.

Integrating out the short modes '(S) with the integral measure D
g'(S), we introduce

the effective action for �g as 3

iSe↵

h
'(L)

+ , '(L)
�

i
⌘ ln

Z
D

g'(S)
+

Z
D

g'(S)
� e

iStot['
(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ]

�
, (3.20)

The subscripts + and � denote fields defined on two segments of the closed time path: from
the past infinity to the time t and from the time t to the past infinity. The effective action
also depends on the quantum state, whose variation is described by the unitary operator
U(�g, '↵) as given in Eq. (3.11). We incorporated the contribution of U(�g, '↵) into Stot,
which is defined as Stot = S + �S. Here, S is the classical action, given in Eq. (2.8) and �S

is the contribution from U(�g, '↵). Since U(�g, '↵) remains invariant under the dilatation,
so does Stot. After reinterpreting a variation of the quantum state as a variation of the
additional interaction expressed by �S, the initial state of the path integral in Eq. (3.20)
should be set to the adiabatic vacuum. The contributions in Se↵ generated through the
interactions between '(L) and '(S) are called the influence functional. Taking the derivative
of Se↵ with respect to N

(L) and N
(L)
i , we obtain the Hamiltonian and momentum constraint

equations with the quantum correction of '(S). As the [aFLRW] condition, we require that
N

(L) and N
(L)
i should fall off as Eq. (2.6).

In Sec. 2.1, we have imposed the [locality] condition for a classical system. For a
quantum system, we impose the [locality] condition on the total action, including the con-
tribution from U(�g, '↵), i.e.,

• [locality] The Lagrangian density for Stot (before eliminating the Lagrange multipliers)
only depends on a single spacetime point.

Let us emphasize that since Stot also depends on the information of the quantum state,
described by U(�g, '↵), the [locality] condition also restricts the quantum state.

3The entire correlation function includes the integral measure for both '(L) and '(S) (see Eq. (4.2)).
Changing D'(L)

R
D'(S) into D'(L)

R
Dg'(S) (for a given '(L)) is simply a change of the integration

variable.
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【locality】  
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is local.



Integrating out short modes

with the real parameters ✓k and �k as

bk = cosh ✓kak � i sinh ✓ke
�i�ka

†
�k = Sk(✓k, �k)akS

†
k(✓k, �k) , (3.14)

another vacuum state, which satisfies bk| 0
i = 0, can be described, in the form (3.11), as

| 0
i =

Y

k

Sk(✓k, �k)| adii . (3.15)

Here, ak and a
†
k are the annihilation and creation operators for either of '

↵s, that satisfy
the standard commutation relation. For a free theory in de Sitter limit, | adii is called
the Bunch-Davies vacuum and the set of the vacuum states | ̃i, related to the Bunch-
Davies vacuum through the Bogoliubov transformation, is called the non Bunch-Davies
vacuum. As one can imagine from the fact that the non Bunch-Davies vacuum is related to
the Bunch-Davies vacuum through the squeezed operator, the former exhibits the particle
excitation in the basis of the Bunch-Davies vacuum.

3.2 Influence functional

In the previous section, considering a classical theory, we discussed the long mode of ⇣,
solving the constraint equations up to O(✏2). In this section, we discuss how the evolution
of ⇣ can be modified by the quantum corrections due to the short modes of O(✏2), which are
simply ignored in the previous section. For ' ⌘ {�g, '

↵
}, we introduce the short modes

and the long modes as

✏
2'(S)(t, x) ⌘ e

�2⇣̄ @
2

(aH)2
'(t, x) , (3.16)

'(L)(t, x) ⌘ '(t, x) � '(S)(t, x) , (3.17)

where ⇣̄ denotes the spatial average of ⇣, evaluated at a reference time t?. The definition of
the long and short modes is introduced so that it does not break the dilatation invariance
e.g., as ✏ ⇠ e

�⇣̄
@i/(aH). This becomes important in particular at the higher orders in the

gradient expansion, while we focus on the leading order in this paper. The basic idea is along
the line with the stochastic approach, initiated by Starobinsky [18–20], while we introduce
the long and short modes in the position space, maintaining the dilatation invariance. In
this regards, our approach can be understood as a generalization of the gradient expansion
to include the ignored short modes based on the stochastic approach.

We now compute the effective action, using the path integral prescription. The inte-
gration measure of the path integral should be introduced in the form which preserves the
dilatation invariance. Using ⇣̄, let us introduce

g
'

↵(t, x) ⌘ e
�S↵⇣̄

'
↵(t, e�⇣̄x) , g

⇣
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g
N

(S)(t,x) ⌘ N
(S)(t, e�⇣̄x) , g
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which remain invariant under the dilatation, because ⇣̄ transforms as ⇣̄
s + s = ⇣̄ under

the dilatation x ! xs = e
sx. Using these variables, we define the integral measure in the

dilatation invariant combination as

D
g'(S)

⌘ D
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⇣
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D
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ij
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↵

D
g
'

↵(S) (3.19)

For a (d + 1)-dim Diff invariant theory, we can eliminate one of g
'

↵s, choosing the time
slicing. We eliminate one of '

↵(S)s, setting the field fluctuation to 0. For example, when '
↵

includes the scalar fields whose Lagrangian density is given by the first term of Eq. (2.27),
we impose the gauge condition GPIJ �̇

I
��

J(S) = 0. The eliminated field should not be
included in the integral measure. Furthermore, since we can relate N and Ni with other
dynamical degrees of freedom (or we can set N to 1 for the projectable HL gravity), using
the constraint equations, we do not include N and Ni in the integration measure.

Integrating out the short modes '(S) with the integral measure D
g'(S), we introduce

the effective action for �g as 3
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, (3.20)

The subscripts + and � denote fields defined on two segments of the closed time path: from
the past infinity to the time t and from the time t to the past infinity. The effective action
also depends on the quantum state, whose variation is described by the unitary operator
U(�g, '

↵) as given in Eq. (3.11). We incorporated the contribution of U(�g, '
↵) into Stot,

which is defined as Stot = S + �S. Here, S is the classical action, given in Eq. (2.8) and �S

is the contribution from U(�g, '
↵). Since U(�g, '

↵) remains invariant under the dilatation,
so does Stot. After reinterpreting a variation of the quantum state as a variation of the
additional interaction expressed by �S, the initial state of the path integral in Eq. (3.20)
should be set to the adiabatic vacuum. The contributions in Se↵ generated through the
interactions between '(L) and '(S) are called the influence functional. Taking the derivative
of Se↵ with respect to N

(L) and N
(L)
i , we obtain the Hamiltonian and momentum constraint

equations with the quantum correction of '(S). As the [aFLRW] condition, we require that
N

(L) and N
(L)
i should fall off as Eq. (2.6).

In Sec. 2.1, we have imposed the [locality] condition for a classical system. For a
quantum system, we impose the [locality] condition on the total action, including the con-
tribution from U(�g, '

↵), i.e.,

• [locality] The Lagrangian density for Stot (before eliminating the Lagrange multipliers)
only depends on a single spacetime point.

Let us emphasize that since Stot also depends on the information of the quantum state,
described by U(�g, '

↵), the [locality] condition also restricts the quantum state.

3The entire correlation function includes the integral measure for both '(L) and '(S) (see Eq. (4.2)).
Changing D'(L)

R
D'(S) into D'(L)

R
Dg'(S) (for a given '(L)) is simply a change of the integration

variable.

– 15 –

Feynman & Vernon(63)
Influence functional

effective action w/ influence of

Feynman & Hibbs (65)

with the real parameters ✓k and �k as
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another vacuum state, which satisfies bk| 0
i = 0, can be described, in the form (3.11), as
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Sk(✓k, �k)| adii . (3.15)

Here, ak and a
†
k are the annihilation and creation operators for either of '↵s, that satisfy

the standard commutation relation. For a free theory in de Sitter limit, | adii is called
the Bunch-Davies vacuum and the set of the vacuum states | ̃i, related to the Bunch-
Davies vacuum through the Bogoliubov transformation, is called the non Bunch-Davies
vacuum. As one can imagine from the fact that the non Bunch-Davies vacuum is related to
the Bunch-Davies vacuum through the squeezed operator, the former exhibits the particle
excitation in the basis of the Bunch-Davies vacuum.

3.2 Influence functional

In the previous section, considering a classical theory, we discussed the long mode of ⇣,
solving the constraint equations up to O(✏2). In this section, we discuss how the evolu-
tion of ⇣ can be modified by the quantum corrections due to the short modes of O(✏2),
which are simply ignored in the previous section. In the stochastic approach, initiated by
Starobinsky [? ? ? ? ], the short and long modes for ' ⌘ {�g, '

↵
} are introduced as

'(S)(t, x) ⌘

Z
d
dk

(2⇡)
d
2

✓(k � kc(a))eik·x'(t, k) , (3.16)

'(L)(t, x) ⌘ '(t, x) �'(S)(t, x) , (3.17)

where ✓ denotes the Heaviside function. The coarse-grained field discussed in the classical
gradient expansion corresponds to the long modes '(L)(t, x). In the conventional gradient
expansion, the interaction with the short modes is simply ignored. Here, using the influence
functional [? ] which can be obtained by integrating out the short modes, we take into
account the influence of the short modes on the dynamics of the long modes. We choose
the time dependent course-graining scale kc(a) as

kc(a) ⌘ �aH (3.18)

with a positive definite parameter 0 < � ⌧ 1.
We now quantize the system and derive the effective action, using the path integral

prescription. In this subsection, we show that the dilatation invariance of the classical
action and the quantum state ensures the dilatation invariance of the effective action. For
this purpose, it is convenient to introduce g' as

g
'
↵(t, x) ⌘ e

�S↵⇣̄'
↵(t, e�⇣̄x) , g

⇣(t,x) ⌘ ⇣(t, e�⇣̄x) ,

g
N(t,x) ⌘ N(t, e�⇣̄x) , g

Ni(t,x) ⌘ e
�⇣̄

Ni(t, e
�⇣̄x) , (3.19)

g
�ij(t,x) ⌘ �ij(t, e

�⇣̄x) ,
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with the real parameters ✓k and �k as

bk = cosh ✓kak � i sinh ✓ke
�i�ka

†
�k = Sk(✓k, �k)akS

†
k(✓k, �k) , (3.14)

another vacuum state, which satisfies bk| 0
i = 0, can be described, in the form (3.11), as

| 0
i =

Y

k

Sk(✓k, �k)| adii . (3.15)

Here, ak and a
†
k are the annihilation and creation operators for either of '

↵s, that satisfy
the standard commutation relation. For a free theory in de Sitter limit, | adii is called
the Bunch-Davies vacuum and the set of the vacuum states | ̃i, related to the Bunch-
Davies vacuum through the Bogoliubov transformation, is called the non Bunch-Davies
vacuum. As one can imagine from the fact that the non Bunch-Davies vacuum is related to
the Bunch-Davies vacuum through the squeezed operator, the former exhibits the particle
excitation in the basis of the Bunch-Davies vacuum.

3.2 Influence functional

In the previous section, considering a classical theory, we discussed the long mode of ⇣,
solving the constraint equations up to O(✏2). In this section, we discuss how the evolu-
tion of ⇣ can be modified by the quantum corrections due to the short modes of O(✏2),
which are simply ignored in the previous section. In the stochastic approach, initiated by
Starobinsky [? ? ? ? ], the short and long modes for ' ⌘ {�g, '

↵
} are introduced as

'(S)(t, x) ⌘

Z
d

dk

(2⇡)
d
2

✓(k � kc(a))eik·x'(t, k) , (3.16)

'(L)(t, x) ⌘ '(t, x) � '(S)(t, x) , (3.17)

where ✓ denotes the Heaviside function. The coarse-grained field discussed in the classical
gradient expansion corresponds to the long modes '(L)(t, x). In the conventional gradient
expansion, the interaction with the short modes is simply ignored. Here, using the influence
functional [? ] which can be obtained by integrating out the short modes, we take into
account the influence of the short modes on the dynamics of the long modes. We choose
the time dependent course-graining scale kc(a) as

kc(a) ⌘ �aH (3.18)

with a positive definite parameter 0 < � ⌧ 1.
We now quantize the system and derive the effective action, using the path integral

prescription. In this subsection, we show that the dilatation invariance of the classical
action and the quantum state ensures the dilatation invariance of the effective action. For
this purpose, it is convenient to introduce g' as

g
'

↵(t, x) ⌘ e
�S↵⇣̄

'
↵(t, e�⇣̄x) , g

⇣(t,x) ⌘ ⇣(t, e�⇣̄x) ,

g
N(t,x) ⌘ N(t, e�⇣̄x) , g

Ni(t,x) ⌘ e
�⇣̄

Ni(t, e
�⇣̄x) , (3.19)

g
�ij(t,x) ⌘ �ij(t, e�⇣̄x) ,
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Stochastic inflation 
Starobinsky(86)

the effective action S
0
e↵ in terms of g'(L) as

iS
0
e↵

h
g'(L)

+ ,
g'(L)

�

i
⌘

1X

n=2

iS
0
e↵(n)

h
g'(L)

+ ,
g'(L)

�

i
, (3.25)

where S
0
e↵(n) denotes the terms which include n �g

(L)s, given by

iS
0
e↵(n)

h
g'(L)

+ ,
g'(L)

�

i
=

1

n!

X

s1=±
· · ·

X

sn=±

Z
d
d+1

x1 · · ·

Z
d
d+1

xn

⇥
g'(L)

s1 (x1) · · ·
g'(L)

sn (xn)W (n)
's1

···'sn
(x1, · · · , xn) , (3.26)

with

W
(n)
's1

···'sn
(x1, · · · , xn) ⌘

�
n
iS

0
e↵ [⇣+, ⇣�]

�'(L)
s1 (x1) · · · �'

(L)
sn (xn)

�����
'

(L)
± =0

. (3.27)

Here, g
�g

(L) should sum up all the metric perturbations given in Eq. (3.24). The coefficient
of the expansion, W (n)

's1
···'sn

(x1, · · · , xn), is given by the correlation function,

hO['(S)
+ , '(S)

� ]i± ⌘

R
D'(S)

+

R
D'(S)

� O['(S)
+ , '(S)

� ] ei(Sint['
(L)
+ ,'

(S)
+ ]�iSint['

(L)
� ,'

(S)
� ])

R
D'(S)

+

R
D'(S)

� e
i(Sint['

(L)
+ ,'

(S)
+ ]�iSint['

(L)
� ,'

(S)
� ])

�����
'

(L)
± =0

,

(3.28)

where the metric perturbations �g± are set to 0. In Eq. (3.28), the correlation function only
with '+ or '� corresponds to the time ordered or anti-time ordered correlation function and
the one with both '+ and '� can be expressed by the Wightman functions. The [locality] of
the action Sint plays the role to ensure that S

0
e↵ can be expanded by the simple products

of g'(L) and the correlation functions of '(S) without including a non-local operator which
operates on both of the short modes and the long modes. The contribution with n = 0 is
the vacuum bubble and the one with n = 1 vanishes as the tadpole contribution [17]. In
the above correlation function, we have replaced g'(S) and D

g'(S)
± with '(S) and D'(S)

± ,
respectively, because they become identical after setting '(L) = 0. Because of that, when
we expand the influence functional S0

e↵ in terms of '(L), we obtain the same expansion
series as Eq. (3.26) with Eq. (3.27), except that all g'(L)s are now replaced with '(L)s.
This may sound somewhat confusing, because the dilatation invariance is not manifest for
the expansion series in terms of '(L). The key to understand the spurious difference is the
Ward-Takahashi (WT) identity for the dilatation invariance.

The integral measure D
g'(S)

± and Sint are both dilatation invariant, so are the expec-
tation values of g'±, given by

R
D

g'(S)
+

R
D

g'(S)
�

g'(S)
± (x1) · · · g'

(S)
± (xn) ei(Sint['

(L)
+ ,'

(S)
+ ]�iSint['

(L)
� ,'

(S)
� ])

R
Dg'+

R
Dg'� e

i(Sint['
(L)
+ ,'

(S)
+ ]�iSint['

(L)
� ,'

(S)
� ])
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Existence of constant solution

【Spatial Diff. invariance】 
including dilatation inv.           xi → es xi 

【 Asymptotically FLRW spacetime】

【 Locality】

• [locality] The Lagrangian density (before eliminating the Lagrange multipliers) only
depends on a single spacetime point.

L(x) = L [�(x)] (2.5)

Meanwhile, when the Lagrangian density includes a non-local contribution, L is not neces-
sarily characterized by the spatial derivative nor the Fourier mode. As a simple example,
let us consider the case where the Lagrangian density of perturbed variables in the spatially
flat FLRW background includes a spatially non-local contribution as @�2

@
4
/(aH)2f , where

@
�2 denotes the inverse Laplacian. When we identify L with @/@x

i, the power counting of
✏ gives 2. This contribution can be rewritten as

@
�2

@
4
/(aH)2f = @

2
/(aH)2f +�f ,

where �f is a solution of the Laplace equation which satisfies @
2�f = 0. The first term

is manifestly suppressed in the large scale limit, while the second term is not necessarily
the case. In fact, �f accepts a solution which does not decay in the limit |x

i
| ! 1 such

as �f ⇠ const. and �f / x
i. Therefore, in such a non-local theory, even if the power

counting of ✏ gives a positive number, this does not ensure that the corresponding term
falls off in the large scale limit. By contrast, as far as the [locality] condition is fulfilled, a
positive power of ✏ with 1/L ⇠ @i indeed characterizes the fall-off in the large scale limit,
as is implicitly assumed in the gradient expansion [1, 2]. In this paper, we also assume the
[locality] condition.

In this paper, we also discuss a theory where the (d + 1)-dim. Diff is broken down to
the d-dim spatial Diff. Then, because of the absence of the lightcone, there is no notion of
the causality. Even in such case, as far as the [locality] holds, our argument can apply.

Not to conflict with the [LGTinv] condition, the parameter ✏ should be introduced so
that the dilatation invariance is preserved. For example, to be more precise, ✏ ⇠ @i/(aL)

should be replaced in a dilatation invariant combination such as

✏ ⇠ e
�⇣̄ @i

aH
,

where ⇣̄ is the spatial average of ⇣ at a reference time t?, given by

⇣̄ ⌘

R
d
dx ⇣(t?, x)R

ddx
, (2.6)

which transforms under the dilatation as ⇣̄ ! ⇣̄ � s. Using the parameter ✏, we define the
[aFLRW] condition as

[aFLRW]

����e
�⇣̄ Ni

aN

���� = O(✏) , (2.7)

where we have introduced e
�⇣̄ to make the prescription dilatation invarinat. Since the

degrees of freedom to perform the small gauge transformations are already removed by
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2.4.2 Projectable HL gravity

In the projectable version, the story is somewhat simpler, since N does not acquire an
inhomogeneous perturbation. Setting N = 1 and inserting Eq. (2.15) into Eq. (2.18), we
obtain Eq. (2.22) with J = S, which implies the existence of the constant solution in the
limit ✏ ⌧ 1. The existence of the constant solution in the projectable HL gravity was shown
in Ref. [13] by considering a vacuum system and in Ref. [14] by considering a single scalar
field. Our argument extends their analyses to a general matter content.

3 Quantum gradient expansion a la Starobinsky

In the previous section, we have discussed a classical theory. Keeping an application to
the inflationary scenario, in the following, we will extend our discussion to quantum field
theory. In classical theory, we have shown that the constraint equations lead to Eq. (2.22),
where J only depends on the fields which are not dependent of ⇣. To show this aspect, the
dilatation invariance plays the crucial role. In this section, we generalize this discussion to
take into account the quantum correction, including the radiative corrections.

In the rest of this paper, we consider a quantum system which includes the metric
perturbations �g = (⇣, �ij , N, Ni), and matter fields included in Lmatter, which we describe
'

↵ with ↵ = 1, 2, · · · . The fields '
↵ can have a non-zero integer spin S↵, including

higher spin fields that are motivated in cosmological collider program. Nevertheless, the
[aFLRW] condition restricts the non-zero spin field which does not fall off in large scale
limit.

3.1 Dilatation invariance

To discuss a quantum system, as the [LGTinv] condition, using the generator of the dilata-
tion, Q⇣ , we impose

[LGTinv] Q⇣ | i = 0 , (3.1)

where | i denotes the quantum state for the whole degrees of freedom. The generator of
the dilatation x

i
! e

�s
x
i, Q⇣ , which is the Noether charge, is given by 2

Q⇣ ⌘
1

2

Z
d
3x

"
�s⇣(t, x)⇡(t, x) +

X

↵

�s'
↵(t, x)⇡↵(t, x) + (h.c.)

#
, (3.2)

where ⇡↵ denotes the conjugate momentum of '
↵, which is an additional field with integer

spin S↵. The Noether charge Q⇣ generates the field-dependent additive shift as

[Q⇣ , ⇣(x)] = �i�s⇣(x) , (3.3)
[Q⇣ , '

↵(x)] = �i�s'
↵(x) . (3.4)

2In our previous paper, we did not explicitly write the contributions of '↵ in Q⇣ . To be precise, these
contributions should be included in Q⇣ . Otherwise, Eq. (3.6) in Ref. [15] cannot be properly derived.
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N, Ni, ζ  satisfy the eoms derived from effective action

which remain invariant under the dilatation, because ⇣̄ transforms as ⇣̄
s + s = ⇣̄ under

the dilatation x ! xs = e
sx. Using these variables, we define the integral measure in the

dilatation invariant combination as

D
g'(S)

⌘ D
g
⇣
(S)

D
g
�
(S)
ij

Y

↵

D
g
'
↵(S) (3.19)

For a (d + 1)-dim Diff invariant theory, we can eliminate one of g
'
↵s, choosing the time

slicing. We eliminate one of '↵(S)s, setting the field fluctuation to 0. For example, when '
↵

includes the scalar fields whose Lagrangian density is given by the first term of Eq. (2.27),
we impose the gauge condition GPIJ �̇

I
��

J(S) = 0. The eliminated field should not be
included in the integral measure. Furthermore, since we can relate N and Ni with other
dynamical degrees of freedom (or we can set N to 1 for the projectable HL gravity), using
the constraint equations, we do not include N and Ni in the integration measure.

Integrating out the short modes '(S) with the integral measure D
g'(S), we introduce

the effective action for �g as 3

iSe↵

h
'(L)

+ , '(L)
�

i
⌘ ln

Z
D

g'(S)
+

Z
D

g'(S)
� e

iStot['
(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ]

�
, (3.20)

The subscripts + and � denote fields defined on two segments of the closed time path: from
the past infinity to the time t and from the time t to the past infinity. The effective action
also depends on the quantum state, whose variation is described by the unitary operator
U(�g, '↵) as given in Eq. (3.11). We incorporated the contribution of U(�g, '↵) into Stot,
which is defined as Stot = S + �S. Here, S is the classical action, given in Eq. (2.8) and �S

is the contribution from U(�g, '↵). Since U(�g, '↵) remains invariant under the dilatation,
so does Stot. After reinterpreting a variation of the quantum state as a variation of the
additional interaction expressed by �S, the initial state of the path integral in Eq. (3.20)
should be set to the adiabatic vacuum. The contributions in Se↵ generated through the
interactions between '(L) and '(S) are called the influence functional. Taking the derivative
of Se↵ with respect to N

(L) and N
(L)
i , we obtain the Hamiltonian and momentum constraint

equations with the quantum correction of '(S). As the [aFLRW] condition, we require that
N

(L) and N
(L)
i should fall off as Eq. (2.6).

In Sec. 2.1, we have imposed the [locality] condition for a classical system. For a
quantum system, we impose the [locality] condition on the total action, including the con-
tribution from U(�g, '↵), i.e.,

• [locality] The Lagrangian density for Stot (before eliminating the Lagrange multipliers)
only depends on a single spacetime point.

Let us emphasize that since Stot also depends on the information of the quantum state,
described by U(�g, '↵), the [locality] condition also restricts the quantum state.

3The entire correlation function includes the integral measure for both '(L) and '(S) (see Eq. (4.2)).
Changing D'(L)

R
D'(S) into D'(L)

R
Dg'(S) (for a given '(L)) is simply a change of the integration

variable.
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is local. δS: excitation from adiabatic vac. 

⇣̇
(L)

H
= Jcl + JIF +O(✏)
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WT identity for dilatation

Separating the the contribution of the (classical) action for '(L) from the rest in Stot,
we introduce

Sint['
(L)

, '(S)] ⌘ Stot['
(L)

, '(S)] � S['(L)] . (3.21)

Since the separation of the long and short modes was introduced in such a way that the
dilatation invariance is preserved, Sint also remains invariant under the dilatation, indepen-
dently. The interactions between '(L) and '(S) are included in Sint. By inserting Eq. (3.21)
into Eq. (3.20), the effective action is recast into

Se↵

h
'(L)

+ , '(L)
�

i
= S

h
'(L)

+

i
� S

h
'(L)

�

i
+ S

0
e↵

h
'(L)

+ , '(L)
�

i
, (3.22)

where S
0
e↵ is the so-called influence functional [21, 22], given by

iS
0
e↵

h
'(L)

+ , '(L)
�

i
⌘ ln

Z
D

g'(S)
+

Z
D

g'(S)
� e

i(Sint['
(L)
+ ,'

(S)
+ ]�iSint['

(L)
� ,'

(S)
� ])

�
, (3.23)

where we factorized the first term in Eq. (3.21) which commutes with the path integral
over g'(S)

± . Taking the derivative of the effective action Se↵ ['(L)
+ , '(L)

� ] with respect to '(L)

gives the equation of motion for '(L) with the quantum correction of '(S). In (the leading
order of) the classical gradient expansion, discussed in the previous section, the last term
in Se↵ was ignored. Here, the quantum corrections of the short modes are expressed by the
influence functional S0

e↵ .
When we rewrite '(S)

± in Sint, using g'(S)
± , '(L)

± in Sint appears only in the following
combination

g'(L)
⌘ {⇣

(L)(t, e�⇣̄
x
i) � ⇣̄, �

(L)
ij (t, e�⇣̄

x
i),

N
(L)(t, e�⇣̄

x
i), e�⇣̄

N
(L)
i (t, e�⇣̄

x
i), e�S↵⇣̄

'
↵(L)(t, e�⇣̄

x
i)} , (3.24)

since all the terms in Sint are dilatation invariant. For example, the kinetic term for a spin-1
field 'i is recast into

Z
dt

Z
d
d
xa

d�2
e
(d�2)⇣(x)

�
ij(x)'̇i(x)'̇j(x)

=

Z
dt

Z
d
d
xa

d�2
e
(d�2){g⇣(S)(x)+⇣(L)(t,e�⇣̄x)�⇣̄}

{
g
�
(S)ij(x) + �

(L)ij(t, e�⇣̄x)}

⇥ {
g
'̇
(S)
i (x) + e

�⇣̄
'̇
(L)
i (t, e�⇣̄x)}{g'̇(S)

j (x) + e
�⇣̄

'̇
(L)
j (t, e�⇣̄x)} .

Therefore, when we integrate out g'(S), the influence functional S
0
e↵ is expressed only

in terms of g'(L), which are in the dilatation invariant combination. This ensures the
dilatation invariance of the total effective action Se↵ .

3.3 Ward-Takahashi identity

In the previous subsection, we showed that the effective action remains invariant under the
dilatation, when Stot and the integral measure are dilatation invariant. Now, let us expand
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★ before dilatation = ★ after dilatationWT

with the real parameters ✓k and �k as

bk = cosh ✓kak � i sinh ✓ke
�i�ka

†
�k = Sk(✓k, �k)akS

†
k(✓k, �k) , (3.14)

another vacuum state, which satisfies bk| 0
i = 0, can be described, in the form (3.11), as

| 0
i =

Y

k

Sk(✓k, �k)| adii . (3.15)

Here, ak and a
†
k are the annihilation and creation operators for either of '

↵s, that satisfy
the standard commutation relation. For a free theory in de Sitter limit, | adii is called
the Bunch-Davies vacuum and the set of the vacuum states | ̃i, related to the Bunch-
Davies vacuum through the Bogoliubov transformation, is called the non Bunch-Davies
vacuum. As one can imagine from the fact that the non Bunch-Davies vacuum is related to
the Bunch-Davies vacuum through the squeezed operator, the former exhibits the particle
excitation in the basis of the Bunch-Davies vacuum.

3.2 Influence functional

In the previous section, considering a classical theory, we discussed the long mode of ⇣,
solving the constraint equations up to O(✏2). In this section, we discuss how the evolution
of ⇣ can be modified by the quantum corrections due to the short modes of O(✏2), which are
simply ignored in the previous section. For ' ⌘ {�g, '

↵
}, we introduce the short modes

and the long modes as

✏
2'(S)(t, x) ⌘ e

�2⇣̄ @
2

(aH)2
'(t, x) , (3.16)

'(L)(t, x) ⌘ '(t, x) � '(S)(t, x) , (3.17)

where ⇣̄ denotes the spatial average of ⇣, evaluated at a reference time t?. The definition of
the long and short modes is introduced so that it does not break the dilatation invariance
e.g., as ✏ ⇠ e

�⇣̄
@i/(aH). This becomes important in particular at the higher orders in the

gradient expansion, while we focus on the leading order in this paper. The basic idea is along
the line with the stochastic approach, initiated by Starobinsky [18–20], while we introduce
the long and short modes in the position space, maintaining the dilatation invariance. In
this regards, our approach can be understood as a generalization of the gradient expansion
to include the ignored short modes based on the stochastic approach.

We now compute the effective action, using the path integral prescription. The inte-
gration measure of the path integral should be introduced in the form which preserves the
dilatation invariance. Using ⇣̄, let us introduce

g
'

↵(t, x) ⌘ e
�S↵⇣̄

'
↵(t, e�⇣̄x) , g

⇣
(S)(t,x) ⌘ ⇣

(S)(t, e�⇣̄x) ,

g
N

(S)(t,x) ⌘ N
(S)(t, e�⇣̄x) , g

N
(S)
i (t,x) ⌘ e

�⇣̄
N

(S)
i (t, e�⇣̄x) , (3.18)

g
�
(S)
ij (t,x) ⌘ �

(S)
ij (t, e�⇣̄x) ,
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The WT identity can be derived by equating these correlation functions evaluated before
(no subscript below) and after (with subscript s) the dilatation and then by setting '(L)

±
before the dilatation to 0, i.e.,
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s
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sx1) · · ·'
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��
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(L)
± =�s]

=
D
'(S)

± (t1, x1) · · ·'
(S)
± (tn, xn)

E

±
, (3.29)

where
P

↵ S↵ denotes the summation over the scaling dimensions of the all short modes
'(S) in the correlation function. Here, we have assigned S⇣ = S�ij = SN = 0 and SNi = 1

for the metric perturbations. For example, if the set of the operators are all ⇣(S),
P

↵ S↵ is
0. The s dependence in Sint appears only from ⇣, which acquires the additive shift under
the dilatation, since other s dependent terms vanish after setting '(L) = 0. In Sint of the
left hand side, ⇣(L)± should be replaced with �s and the other soft modes should be just set
to 0 as is indicated by Sint[⇣

(L)
± = �s].

Equation (3.29) is the WT identity for the dilatation. The n operators, '(S), can be
an arbitrary combination among the short modes. At O(s), the WT identity (3.29) yields
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(L)
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�⇣
(L)
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(L)
� =0
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= 0 . (3.30)

Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣

(L).
The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
the sum of the WT identities multiplied by ⇣̄

n, which turns out to vanish. An explicit
computation for the case where '

(↵) consists of an inflaton and a massive scale field can be
found in Ref. [17] (see also Ref. [15]).

The WT identity (3.30) gives the relation between the correlation function for the n

short modes '(S) and the correlation function for the same n short modes and

Z
d
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x
�iSint['
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± , '(S)
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�⇣
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± (x)

�����
'

(L)
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d
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dt
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(L)
± , '(S)

± ]

�⇣
(L)
± (t, k = 0)

�����
'

(L)
± =0

, (3.31)

where we have used
�

�⇣(L)(x)
=

Z
d
dk

(2⇡)d/2
e
�ik·x �

�⇣(L)(t, k)
.

Since the [locality] condition ensures that Sint does not include any non-local operators, the
interaction vertex in the right hand side of Eq. (3.31), where ⇣

(L)
± (t, k = 0) is amputated,
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Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣

(L).
The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
the sum of the WT identities multiplied by ⇣̄

n, which turns out to vanish. An explicit
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(↵) consists of an inflaton and a massive scale field can be
found in Ref. [17] (see also Ref. [15]).
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Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣

(L).
The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
the sum of the WT identities multiplied by ⇣̄

n, which turns out to vanish. An explicit
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(↵) consists of an inflaton and a massive scale field can be
found in Ref. [17] (see also Ref. [15]).
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interaction vertex in the right hand side of Eq. (3.31), where ⇣
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Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣

(L).
The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
the sum of the WT identities multiplied by ⇣̄

n, which turns out to vanish. An explicit
computation for the case where '

(↵) consists of an inflaton and a massive scale field can be
found in Ref. [17] (see also Ref. [15]).

The WT identity (3.30) gives the relation between the correlation function for the n
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Since the [locality] condition ensures that Sint does not include any non-local operators, the
interaction vertex in the right hand side of Eq. (3.31), where ⇣
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± (t, k = 0) is amputated,
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Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣
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The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
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with the real parameters ✓k and �k as

bk = cosh ✓kak � i sinh ✓ke
�i�ka

†
�k = Sk(✓k, �k)akS

†
k(✓k, �k) , (3.14)

another vacuum state, which satisfies bk| 0
i = 0, can be described, in the form (3.11), as

| 0
i =

Y

k

Sk(✓k, �k)| adii . (3.15)

Here, ak and a
†
k are the annihilation and creation operators for either of '

↵s, that satisfy
the standard commutation relation. For a free theory in de Sitter limit, | adii is called
the Bunch-Davies vacuum and the set of the vacuum states | ̃i, related to the Bunch-
Davies vacuum through the Bogoliubov transformation, is called the non Bunch-Davies
vacuum. As one can imagine from the fact that the non Bunch-Davies vacuum is related to
the Bunch-Davies vacuum through the squeezed operator, the former exhibits the particle
excitation in the basis of the Bunch-Davies vacuum.

3.2 Influence functional

In the previous section, considering a classical theory, we discussed the long mode of ⇣,
solving the constraint equations up to O(✏2). In this section, we discuss how the evolution
of ⇣ can be modified by the quantum corrections due to the short modes of O(✏2), which are
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where ⇣̄ denotes the spatial average of ⇣, evaluated at a reference time t?. The definition of
the long and short modes is introduced so that it does not break the dilatation invariance
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gradient expansion, while we focus on the leading order in this paper. The basic idea is along
the line with the stochastic approach, initiated by Starobinsky [18–20], while we introduce
the long and short modes in the position space, maintaining the dilatation invariance. In
this regards, our approach can be understood as a generalization of the gradient expansion
to include the ignored short modes based on the stochastic approach.

We now compute the effective action, using the path integral prescription. The inte-
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↵ S↵ denotes the summation over the scaling dimensions of the all short modes
'(S) in the correlation function. Here, we have assigned S⇣ = S�ij = SN = 0 and SNi = 1

for the metric perturbations. For example, if the set of the operators are all ⇣(S),
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↵ S↵ is
0. The s dependence in Sint appears only from ⇣, which acquires the additive shift under
the dilatation, since other s dependent terms vanish after setting '(L) = 0. In Sint of the
left hand side, ⇣(L)± should be replaced with �s and the other soft modes should be just set
to 0 as is indicated by Sint[⇣
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Equation (3.29) is the WT identity for the dilatation. The n operators, '(S), can be
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Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣

(L).
The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
the sum of the WT identities multiplied by ⇣̄

n, which turns out to vanish. An explicit
computation for the case where '

(↵) consists of an inflaton and a massive scale field can be
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Since the [locality] condition ensures that Sint does not include any non-local operators, the
interaction vertex in the right hand side of Eq. (3.31), where ⇣

(L)
± (t, k = 0) is amputated,
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the line with the stochastic approach, initiated by Starobinsky [18–20], while we introduce
the long and short modes in the position space, maintaining the dilatation invariance. In
this regards, our approach can be understood as a generalization of the gradient expansion
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The WT identity can be derived by equating these correlation functions evaluated before
(no subscript below) and after (with subscript s) the dilatation and then by setting '(L)

±
before the dilatation to 0, i.e.,
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where
P

↵ S↵ denotes the summation over the scaling dimensions of the all short modes
'(S) in the correlation function. Here, we have assigned S⇣ = S�ij = SN = 0 and SNi = 1

for the metric perturbations. For example, if the set of the operators are all ⇣
(S),
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↵ S↵ is

0. The s dependence in Sint appears only from ⇣, which acquires the additive shift under
the dilatation, since other s dependent terms vanish after setting '(L) = 0. In Sint of the
left hand side, ⇣
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± should be replaced with �s and the other soft modes should be just set

to 0 as is indicated by Sint[⇣
(L)
± = �s].

Equation (3.29) is the WT identity for the dilatation. The n operators, '(S), can be
an arbitrary combination among the short modes. At O(s), the WT identity (3.29) yields
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Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣

(L).
The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
the sum of the WT identities multiplied by ⇣̄

n, which turns out to vanish. An explicit
computation for the case where '

(↵) consists of an inflaton and a massive scale field can be
found in Ref. [17] (see also Ref. [15]).
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dilatation preserves asymp FLRW

the effective action S
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where S
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e↵(n) denotes the terms which include n �g

(L)s, given by
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Here, g
�g

(L) should sum up all the metric perturbations given in Eq. (3.24). The coefficient
of the expansion, W (n)

's1
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(x1, · · · , xn), is given by the correlation function,
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(3.28)

where the metric perturbations �g± are set to 0. In Eq. (3.28), the correlation function only
with '+ or '� corresponds to the time ordered or anti-time ordered correlation function and
the one with both '+ and '� can be expressed by the Wightman functions. The [locality] of
the action Sint plays the role to ensure that S

0
e↵ can be expanded by the simple products

of g'(L) and the correlation functions of '(S) without including a non-local operator which
operates on both of the short modes and the long modes. The contribution with n = 0 is
the vacuum bubble and the one with n = 1 vanishes as the tadpole contribution [17]. In
the above correlation function, we have replaced g'(S) and D

g'(S)
± with '(S) and D'(S)

± ,
respectively, because they become identical after setting '(L) = 0. Because of that, when
we expand the influence functional S0

e↵ in terms of '(L), we obtain the same expansion
series as Eq. (3.26) with Eq. (3.27), except that all g'(L)s are now replaced with '(L)s.
This may sound somewhat confusing, because the dilatation invariance is not manifest for
the expansion series in terms of '(L). The key to understand the spurious difference is the
Ward-Takahashi (WT) identity for the dilatation invariance.
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★ = we expand the influence functional S0
e↵ in terms of '(L), we obtain the same expansion

series as Eq. (3.31) with Eq. (3.32), except that all g'(L)s are now replaced with '(L)s.
This may sound somewhat confusing, because the dilatation invariance is not manifest for
the expansion series in terms of '(L). The key to understand the spurious difference is the
Ward-Takahashi (WT) identity for the dilatation invariance.
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The entire correlation function includes the integral measure for both '(L) and '(S) (see
Eq. (4.2)). Changing D'(L)
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change of the integration variable.
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The WT identity can be derived by equating these correlation functions evaluated before
(no subscript below) and after (with subscript s) the dilatation and then by setting '(L)

±
before the dilatation to 0, i.e.,
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where
P

↵ S↵ denotes the summation over the scaling dimensions of the all short modes
'(S) in the correlation function. Here, we have assigned S⇣ = S�ij = SN = 0 and SNi = 1

for the metric perturbations. For example, if the set of the operators are all ⇣(S),
P

↵ S↵ is
0. The s dependence in Sint appears only from ⇣, which acquires the additive shift under
the dilatation, since other s dependent terms vanish after setting '(L) = 0. In Sint of the
left hand side, ⇣(L)± should be replaced with �s and the other soft modes should be just set
to 0 as is indicated by Sint[⇣

(L)
± = �s].

Equation (3.36) is the WT identity for the dilatation. The n operators, '(S), can be
an arbitrary combination among the short modes. At O(s), the WT identity (3.36) yields
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Soft theorem: WT for dilatation +【locality】  
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Equation (3.29) is the WT identity for the dilatation. The n operators, '(S), can be
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Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣

(L).
The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
the sum of the WT identities multiplied by ⇣̄

n, which turns out to vanish. An explicit
computation for the case where '

(↵) consists of an inflaton and a massive scale field can be
found in Ref. [17] (see also Ref. [15]).

The WT identity (3.30) gives the relation between the correlation function for the n

short modes '(S) and the correlation function for the same n short modes and
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where we have used
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(2⇡)d/2
e
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�⇣(L)(t, k)
.

Since the [locality] condition ensures that Sint does not include any non-local operators, the
interaction vertex in the right hand side of Eq. (3.31), where ⇣

(L)
± (t, k = 0) is amputated,
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with the real parameters ✓k and �k as

bk = cosh ✓kak � i sinh ✓ke
�i�ka

†
�k = Sk(✓k, �k)akS

†
k(✓k, �k) , (3.14)

another vacuum state, which satisfies bk| 0
i = 0, can be described, in the form (3.11), as

| 0
i =

Y

k

Sk(✓k, �k)| adii . (3.15)

Here, ak and a
†
k are the annihilation and creation operators for either of '

↵s, that satisfy
the standard commutation relation. For a free theory in de Sitter limit, | adii is called
the Bunch-Davies vacuum and the set of the vacuum states | ̃i, related to the Bunch-
Davies vacuum through the Bogoliubov transformation, is called the non Bunch-Davies
vacuum. As one can imagine from the fact that the non Bunch-Davies vacuum is related to
the Bunch-Davies vacuum through the squeezed operator, the former exhibits the particle
excitation in the basis of the Bunch-Davies vacuum.

3.2 Influence functional

In the previous section, considering a classical theory, we discussed the long mode of ⇣,
solving the constraint equations up to O(✏2). In this section, we discuss how the evolution
of ⇣ can be modified by the quantum corrections due to the short modes of O(✏2), which are
simply ignored in the previous section. For ' ⌘ {�g, '

↵
}, we introduce the short modes

and the long modes as

✏
2'(S)(t, x) ⌘ e

�2⇣̄ @
2

(aH)2
'(t, x) , (3.16)

'(L)(t, x) ⌘ '(t, x) � '(S)(t, x) , (3.17)

where ⇣̄ denotes the spatial average of ⇣, evaluated at a reference time t?. The definition of
the long and short modes is introduced so that it does not break the dilatation invariance
e.g., as ✏ ⇠ e

�⇣̄
@i/(aH). This becomes important in particular at the higher orders in the

gradient expansion, while we focus on the leading order in this paper. The basic idea is along
the line with the stochastic approach, initiated by Starobinsky [18–20], while we introduce
the long and short modes in the position space, maintaining the dilatation invariance. In
this regards, our approach can be understood as a generalization of the gradient expansion
to include the ignored short modes based on the stochastic approach.

We now compute the effective action, using the path integral prescription. The inte-
gration measure of the path integral should be introduced in the form which preserves the
dilatation invariance. Using ⇣̄, let us introduce
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The WT identity can be derived by equating these correlation functions evaluated before
(no subscript below) and after (with subscript s) the dilatation and then by setting '(L)

±
before the dilatation to 0, i.e.,
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where
P

↵ S↵ denotes the summation over the scaling dimensions of the all short modes
'(S) in the correlation function. Here, we have assigned S⇣ = S�ij = SN = 0 and SNi = 1

for the metric perturbations. For example, if the set of the operators are all ⇣
(S),

P
↵ S↵ is

0. The s dependence in Sint appears only from ⇣, which acquires the additive shift under
the dilatation, since other s dependent terms vanish after setting '(L) = 0. In Sint of the
left hand side, ⇣

(L)
± should be replaced with �s and the other soft modes should be just set

to 0 as is indicated by Sint[⇣
(L)
± = �s].

Equation (3.29) is the WT identity for the dilatation. The n operators, '(S), can be
an arbitrary combination among the short modes. At O(s), the WT identity (3.29) yields
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Notice that the integral measure in these correlation functions is only for the short modes
'(S) and do not include the long modes '(L). The higher order contributions of s in
Eq. (3.29) yield the relation for the expectation values with more insertions of �Sint/�⇣

(L).
The difference between Eq. (3.26) expanded by '(L) and the one by g'(L) is given by
the sum of the WT identities multiplied by ⇣̄

n, which turns out to vanish. An explicit
computation for the case where '

(↵) consists of an inflaton and a massive scale field can be
found in Ref. [17] (see also Ref. [15]).

The WT identity (3.30) gives the relation between the correlation function for the n

short modes '(S) and the correlation function for the same n short modes and

Z
d
d+1

x
�iSint['

(L)
± , '(S)

± ]

�⇣
(L)
± (x)

�����
'

(L)
± =0

= (2⇡)
d
2

Z
dt

�iSint['
(L)
± , '(S)

± ]

�⇣
(L)
± (t, k = 0)

�����
'

(L)
± =0

, (3.31)
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Since the [locality] condition ensures that Sint does not include any non-local operators, the
interaction vertex in the right hand side of Eq. (3.31), where ⇣
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4 Soft theorem and consistency relation

In Sec. 3, we derived the WT identity for the dilatation (3.29) or (3.30), considering the case
where both the classical action and the quantum state remain invariant under the dilatation.
Imposing the [locality] condition additionally, we derived the soft theorem (3.32). In this
section, we clarify the relation between the soft theorem (3.32) and consistency relation,
which was first derived by Maldacena for the bi-spectrum of ⇣ [24] (see also Ref. [25]).

4.1 Derivation of consistency relation

Performing the Fourier transformation, the soft theorem (3.32) gives
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4 Soft theorem and consistency relation

In Sec. 3, we derived the WT identity for the dilatation (3.29) or (3.30), considering the case
where both the classical action and the quantum state remain invariant under the dilatation.
Imposing the [locality] condition additionally, we derived the soft theorem (3.32). In this
section, we clarify the relation between the soft theorem (3.32) and consistency relation,
which was first derived by Maldacena for the bi-spectrum of ⇣ [24] (see also Ref. [25]).

4.1 Derivation of consistency relation
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�

nX

i=1

@kiki +
X

↵

S↵

!
h'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)i±

� (2⇡)
d
2

Z
dt

*
'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)

�iSint['
(L)
+ , '(S)

+ ]

�⇣
(L)
+ (t, kL)

�����
'

(L)
+ =0

+

±

+ (2⇡)
d
2

Z
dt

*
'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)

�iSint['
(L)
� , '(S)

� ]

�⇣
(L)
� (t, kL)

�����
'

(L)
� =0

+

±

= 0 . (4.1)

Here and hereafter, we only consider the correlation functions for '(S) = '
↵(S)

, ⇣
(S)

, �
(S)
ij ,

which can be included in Eq. (4.1) in an arbitrary combination. Let us emphasize again that
the soft theorem (4.1) holds, as long as the dilatation invariance and the [locality] condition
are fulfilled. Equation (4.1) is the relation for the correlation functions defined in Eq. (3.28),
where only the short modes '(S)

± are integrated out, while the long modes '(L)
± are set to

0. We now would like to rewrite the soft theorem (4.1) into a relation between the usual
correlation functions where both of '(L)

± and '(S)
± are integrated out, i.e.,

hO[']i ⌘

Q
A=L, S

R
D'(A)

+

R
D'(A)

� O['+, '�] ei(Stot['
(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ])

Q
A=L, S

R
D'(A)

+

R
D'(A)

� e
i(Stot['

(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ])

, (4.2)

where ± should be chosen properly, depending on the operator ordering along the closed
time path.

When we consider a correlation function (4.2) which only includes the short modes
'(S), the path integral over '(L) is canceled out between the numerator and denominator,
reproducing the correlation function (3.28). In this case, the correlation function in the first
line of the soft theorem (4.1) can be replaced with the correlation function (4.2). In order
to rewrite the correlation functions in the second and third lines, let us make the problem
more explicit, considering the following ansatz

Sint['
(L)

, '(S)] =

Z
d
d+1

x⇣
(L)(x)O(S)(x) =

Z
dt

Z
d
dk⇣

(L)(t, k)O(S)(t, �k) (4.3)

for Sint, where O(S) includes only the short modes '(S). Then, �Sint/�⇣
(L)
± (t, kL) in Eq. (4.1)

can be replaced with O
(S)
± (t, �k). One may naively think that we can rephrase the second

– 22 –

4 Soft theorem and consistency relation

In Sec. 3, we derived the WT identity for the dilatation (3.29) or (3.30), considering the case
where both the classical action and the quantum state remain invariant under the dilatation.
Imposing the [locality] condition additionally, we derived the soft theorem (3.32). In this
section, we clarify the relation between the soft theorem (3.32) and consistency relation,
which was first derived by Maldacena for the bi-spectrum of ⇣ [24] (see also Ref. [25]).

4.1 Derivation of consistency relation

Performing the Fourier transformation, the soft theorem (3.32) gives
 

�

nX

i=1

@kiki +
X

↵

S↵

!
h'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)i±

� (2⇡)
d
2

Z
dt

*
'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)

�iSint['
(L)
+ , '(S)

+ ]

�⇣
(L)
+ (t, kL)

�����
'

(L)
+ =0

+

±

+ (2⇡)
d
2

Z
dt

*
'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)

�iSint['
(L)
� , '(S)

� ]

�⇣
(L)
� (t, kL)

�����
'

(L)
� =0

+

±

= 0 . (4.1)

Here and hereafter, we only consider the correlation functions for '(S) = '
↵(S)

, ⇣
(S)

, �
(S)
ij ,

which can be included in Eq. (4.1) in an arbitrary combination. Let us emphasize again that
the soft theorem (4.1) holds, as long as the dilatation invariance and the [locality] condition
are fulfilled. Equation (4.1) is the relation for the correlation functions defined in Eq. (3.28),
where only the short modes '(S)

± are integrated out, while the long modes '(L)
± are set to

0. We now would like to rewrite the soft theorem (4.1) into a relation between the usual
correlation functions where both of '(L)

± and '(S)
± are integrated out, i.e.,

hO[']i ⌘

Q
A=L, S

R
D'(A)

+

R
D'(A)

� O['+, '�] ei(Stot['
(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ])

Q
A=L, S

R
D'(A)

+

R
D'(A)

� e
i(Stot['

(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ])

, (4.2)

where ± should be chosen properly, depending on the operator ordering along the closed
time path.

When we consider a correlation function (4.2) which only includes the short modes
'(S), the path integral over '(L) is canceled out between the numerator and denominator,
reproducing the correlation function (3.28). In this case, the correlation function in the first
line of the soft theorem (4.1) can be replaced with the correlation function (4.2). In order
to rewrite the correlation functions in the second and third lines, let us make the problem
more explicit, considering the following ansatz

Sint['
(L)

, '(S)] =

Z
d
d+1

x⇣
(L)(x)O(S)(x) =

Z
dt

Z
d
dk⇣

(L)(t, k)O(S)(t, �k) (4.3)

for Sint, where O(S) includes only the short modes '(S). Then, �Sint/�⇣
(L)
± (t, kL) in Eq. (4.1)

can be replaced with O
(S)
± (t, �k). One may naively think that we can rephrase the second

– 22 –

4 Soft theorem and consistency relation

In Sec. 3, we derived the WT identity for the dilatation (3.29) or (3.30), considering the case
where both the classical action and the quantum state remain invariant under the dilatation.
Imposing the [locality] condition additionally, we derived the soft theorem (3.32). In this
section, we clarify the relation between the soft theorem (3.32) and consistency relation,
which was first derived by Maldacena for the bi-spectrum of ⇣ [24] (see also Ref. [25]).

4.1 Derivation of consistency relation

Performing the Fourier transformation, the soft theorem (3.32) gives
 

�

nX

i=1

@kiki +
X

↵

S↵

!
h'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)i±

� (2⇡)
d
2

Z
dt

*
'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)

�iSint['
(L)
+ , '(S)

+ ]

�⇣
(L)
+ (t, kL)

�����
'

(L)
+ =0

+

±

+ (2⇡)
d
2

Z
dt

*
'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)

�iSint['
(L)
� , '(S)

� ]

�⇣
(L)
� (t, kL)

�����
'

(L)
� =0

+

±

= 0 . (4.1)

Here and hereafter, we only consider the correlation functions for '(S) = '
↵(S)

, ⇣
(S)

, �
(S)
ij ,

which can be included in Eq. (4.1) in an arbitrary combination. Let us emphasize again that
the soft theorem (4.1) holds, as long as the dilatation invariance and the [locality] condition
are fulfilled. Equation (4.1) is the relation for the correlation functions defined in Eq. (3.28),
where only the short modes '(S)

± are integrated out, while the long modes '(L)
± are set to

0. We now would like to rewrite the soft theorem (4.1) into a relation between the usual
correlation functions where both of '(L)

± and '(S)
± are integrated out, i.e.,

hO[']i ⌘

Q
A=L, S

R
D'(A)

+

R
D'(A)

� O['+, '�] ei(Stot['
(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ])

Q
A=L, S

R
D'(A)

+

R
D'(A)

� e
i(Stot['

(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ])

, (4.2)

where ± should be chosen properly, depending on the operator ordering along the closed
time path.

When we consider a correlation function (4.2) which only includes the short modes
'(S), the path integral over '(L) is canceled out between the numerator and denominator,
reproducing the correlation function (3.28). In this case, the correlation function in the first
line of the soft theorem (4.1) can be replaced with the correlation function (4.2). In order
to rewrite the correlation functions in the second and third lines, let us make the problem
more explicit, considering the following ansatz

Sint['
(L)

, '(S)] =

Z
d
d+1

x⇣
(L)(x)O(S)(x) =

Z
dt

Z
d
dk⇣

(L)(t, k)O(S)(t, �k) (4.3)

for Sint, where O(S) includes only the short modes '(S). Then, �Sint/�⇣
(L)
± (t, kL) in Eq. (4.1)

can be replaced with O
(S)
± (t, �k). One may naively think that we can rephrase the second

– 22 –

4 Soft theorem and consistency relation

In Sec. 3, we derived the WT identity for the dilatation (3.29) or (3.30), considering the case
where both the classical action and the quantum state remain invariant under the dilatation.
Imposing the [locality] condition additionally, we derived the soft theorem (3.32). In this
section, we clarify the relation between the soft theorem (3.32) and consistency relation,
which was first derived by Maldacena for the bi-spectrum of ⇣ [24] (see also Ref. [25]).

4.1 Derivation of consistency relation

Performing the Fourier transformation, the soft theorem (3.32) gives
 

�

nX

i=1

@kiki +
X

↵

S↵

!
h'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)i±

� (2⇡)
d
2

Z
dt

*
'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)

�iSint['
(L)
+ , '(S)

+ ]

�⇣
(L)
+ (t, kL)

�����
'

(L)
+ =0

+

±

+ (2⇡)
d
2

Z
dt

*
'(S)

± (t1, k1) · · ·'
(S)
± (tn, kn)

�iSint['
(L)
� , '(S)

� ]

�⇣
(L)
� (t, kL)

�����
'

(L)
� =0

+

±

= 0 . (4.1)

Here and hereafter, we only consider the correlation functions for '(S) = '
↵(S)

, ⇣
(S)

, �
(S)
ij ,

which can be included in Eq. (4.1) in an arbitrary combination. Let us emphasize again that
the soft theorem (4.1) holds, as long as the dilatation invariance and the [locality] condition
are fulfilled. Equation (4.1) is the relation for the correlation functions defined in Eq. (3.28),
where only the short modes '(S)

± are integrated out, while the long modes '(L)
± are set to

0. We now would like to rewrite the soft theorem (4.1) into a relation between the usual
correlation functions where both of '(L)

± and '(S)
± are integrated out, i.e.,

hO[']i ⌘

Q
A=L, S

R
D'(A)

+

R
D'(A)

� O['+, '�] ei(Stot['
(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ])

Q
A=L, S

R
D'(A)

+

R
D'(A)

� e
i(Stot['

(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ])

, (4.2)

where ± should be chosen properly, depending on the operator ordering along the closed
time path.

When we consider a correlation function (4.2) which only includes the short modes
'(S), the path integral over '(L) is canceled out between the numerator and denominator,
reproducing the correlation function (3.28). In this case, the correlation function in the first
line of the soft theorem (4.1) can be replaced with the correlation function (4.2). In order
to rewrite the correlation functions in the second and third lines, let us make the problem
more explicit, considering the following ansatz

Sint['
(L)

, '(S)] =

Z
d
d+1

x⇣
(L)(x)O(S)(x) =

Z
dt

Z
d
dk⇣

(L)(t, k)O(S)(t, �k) (4.3)

for Sint, where O(S) includes only the short modes '(S). Then, �Sint/�⇣
(L)
± (t, kL) in Eq. (4.1)

can be replaced with O
(S)
± (t, �k). One may naively think that we can rephrase the second

– 22 –

with the real parameters ✓k and �k as
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another vacuum state, which satisfies bk| 0
i = 0, can be described, in the form (3.11), as

| 0
i =

Y

k

Sk(✓k, �k)| adii . (3.15)

Here, ak and a
†
k are the annihilation and creation operators for either of '

↵s, that satisfy
the standard commutation relation. For a free theory in de Sitter limit, | adii is called
the Bunch-Davies vacuum and the set of the vacuum states | ̃i, related to the Bunch-
Davies vacuum through the Bogoliubov transformation, is called the non Bunch-Davies
vacuum. As one can imagine from the fact that the non Bunch-Davies vacuum is related to
the Bunch-Davies vacuum through the squeezed operator, the former exhibits the particle
excitation in the basis of the Bunch-Davies vacuum.

3.2 Influence functional

In the previous section, considering a classical theory, we discussed the long mode of ⇣,
solving the constraint equations up to O(✏2). In this section, we discuss how the evolution
of ⇣ can be modified by the quantum corrections due to the short modes of O(✏2), which are
simply ignored in the previous section. For ' ⌘ {�g, '
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where ⇣̄ denotes the spatial average of ⇣, evaluated at a reference time t?. The definition of
the long and short modes is introduced so that it does not break the dilatation invariance
e.g., as ✏ ⇠ e

�⇣̄
@i/(aH). This becomes important in particular at the higher orders in the

gradient expansion, while we focus on the leading order in this paper. The basic idea is along
the line with the stochastic approach, initiated by Starobinsky [18–20], while we introduce
the long and short modes in the position space, maintaining the dilatation invariance. In
this regards, our approach can be understood as a generalization of the gradient expansion
to include the ignored short modes based on the stochastic approach.

We now compute the effective action, using the path integral prescription. The inte-
gration measure of the path integral should be introduced in the form which preserves the
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to include the ignored short modes based on the stochastic approach.

We now compute the effective action, using the path integral prescription. The inte-
gration measure of the path integral should be introduced in the form which preserves the
dilatation invariance. Using ⇣̄, let us introduce

g
'

↵(t, x) ⌘ e
�S↵⇣̄

'
↵(t, e�⇣̄x) , g

⇣
(S)(t,x) ⌘ ⇣
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g
N

(S)(t,x) ⌘ N
(S)(t, e�⇣̄x) , g

N
(S)
i (t,x) ⌘ e

�⇣̄
N

(S)
i (t, e�⇣̄x) , (3.18)

g
�
(S)
ij (t,x) ⌘ �

(S)
ij (t, e�⇣̄x) ,
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Soft theorem

which remain invariant under the dilatation, because ⇣̄ transforms as ⇣̄
s + s = ⇣̄ under

the dilatation x ! xs = e
sx. Using these variables, we define the integral measure in the

dilatation invariant combination as

D
g'(S)
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(S)
ij
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↵

D
g
'

↵(S) (3.19)

For a (d + 1)-dim Diff invariant theory, we can eliminate one of g
'

↵s, choosing the time
slicing. We eliminate one of '

↵(S)s, setting the field fluctuation to 0. For example, when '
↵

includes the scalar fields whose Lagrangian density is given by the first term of Eq. (2.27),
we impose the gauge condition GPIJ �̇

I
��

J(S) = 0. The eliminated field should not be
included in the integral measure. Furthermore, since we can relate N and Ni with other
dynamical degrees of freedom (or we can set N to 1 for the projectable HL gravity), using
the constraint equations, we do not include N and Ni in the integration measure.

Integrating out the short modes '(S) with the integral measure D
g'(S), we introduce

the effective action for �g as 3

iSe↵

h
'(L)

+ , '(L)
�

i
⌘ ln

Z
D

g'(S)
+

Z
D

g'(S)
� e

iStot['
(L)
+ ,'

(S)
+ ]�iStot['

(L)
� ,'

(S)
� ]

�
, (3.20)

The subscripts + and � denote fields defined on two segments of the closed time path: from
the past infinity to the time t and from the time t to the past infinity. The effective action
also depends on the quantum state, whose variation is described by the unitary operator
U(�g, '

↵) as given in Eq. (3.11). We incorporated the contribution of U(�g, '
↵) into Stot,

which is defined as Stot = S + �S. Here, S is the classical action, given in Eq. (2.8) and �S

is the contribution from U(�g, '
↵). Since U(�g, '

↵) remains invariant under the dilatation,
so does Stot. After reinterpreting a variation of the quantum state as a variation of the
additional interaction expressed by �S, the initial state of the path integral in Eq. (3.20)
should be set to the adiabatic vacuum. The contributions in Se↵ generated through the
interactions between '(L) and '(S) are called the influence functional. Taking the derivative
of Se↵ with respect to N

(L) and N
(L)
i , we obtain the Hamiltonian and momentum constraint

equations with the quantum correction of '(S). As the [aFLRW] condition, we require that
N

(L) and N
(L)
i should fall off as Eq. (2.6).

In Sec. 2.1, we have imposed the [locality] condition for a classical system. For a
quantum system, we impose the [locality] condition on the total action, including the con-
tribution from U(�g, '

↵), i.e.,

• [locality] The Lagrangian density for Stot (before eliminating the Lagrange multipliers)
only depends on a single spacetime point.

Let us emphasize that since Stot also depends on the information of the quantum state,
described by U(�g, '

↵), the [locality] condition also restricts the quantum state.

3The entire correlation function includes the integral measure for both '(L) and '(S) (see Eq. (4.2)).
Changing D'(L)

R
D'(S) into D'(L)

R
Dg'(S) (for a given '(L)) is simply a change of the integration

variable.
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Separating the the contribution of the (classical) action for '(L) from the rest in Stot,
we introduce

Sint['
(L)

, '(S)] ⌘ Stot['
(L)

, '(S)] � S['(L)] . (3.21)

Since the separation of the long and short modes was introduced in such a way that the
dilatation invariance is preserved, Sint also remains invariant under the dilatation, indepen-
dently. The interactions between '(L) and '(S) are included in Sint. By inserting Eq. (3.21)
into Eq. (3.20), the effective action is recast into

Se↵

h
'(L)

+ , '(L)
�

i
= S

h
'(L)

+

i
� S

h
'(L)

�

i
+ S

0
e↵

h
'(L)

+ , '(L)
�

i
, (3.22)

where S
0
e↵ is the so-called influence functional [21, 22], given by

iS
0
e↵

h
'(L)

+ , '(L)
�

i
⌘ ln

Z
D

g'(S)
+

Z
D

g'(S)
� e

i(Sint['
(L)
+ ,'

(S)
+ ]�iSint['

(L)
� ,'

(S)
� ])

�
, (3.23)

where we factorized the first term in Eq. (3.21) which commutes with the path integral
over g'(S)

± . Taking the derivative of the effective action Se↵ ['(L)
+ , '(L)

� ] with respect to '(L)

gives the equation of motion for '(L) with the quantum correction of '(S). In (the leading
order of) the classical gradient expansion, discussed in the previous section, the last term
in Se↵ was ignored. Here, the quantum corrections of the short modes are expressed by the
influence functional S0

e↵ .
When we rewrite '(S)

± in Sint, using g'(S)
± , '(L)

± in Sint appears only in the following
combination

g'(L)
⌘ {⇣

(L)(t, e�⇣̄
x
i) � ⇣̄, �

(L)
ij (t, e�⇣̄

x
i),

N
(L)(t, e�⇣̄

x
i), e�⇣̄

N
(L)
i (t, e�⇣̄

x
i), e�S↵⇣̄

'
↵(L)(t, e�⇣̄

x
i)} , (3.24)

since all the terms in Sint are dilatation invariant. For example, the kinetic term for a spin-1
field 'i is recast into

Z
dt

Z
d
d
xa

d�2
e
(d�2)⇣(x)

�
ij(x)'̇i(x)'̇j(x)

=

Z
dt

Z
d
d
xa

d�2
e
(d�2){g⇣(S)(x)+⇣(L)(t,e�⇣̄x)�⇣̄}

{
g
�
(S)ij(x) + �

(L)ij(t, e�⇣̄x)}

⇥ {
g
'̇
(S)
i (x) + e

�⇣̄
'̇
(L)
i (t, e�⇣̄x)}{g'̇

(S)
j (x) + e

�⇣̄
'̇
(L)
j (t, e�⇣̄x)} .

Therefore, when we integrate out g'(S), the influence functional S
0
e↵ is expressed only

in terms of g'(L), which are in the dilatation invariant combination. This ensures the
dilatation invariance of the total effective action Se↵ .

3.3 Ward-Takahashi identity

In the previous subsection, we showed that the effective action remains invariant under the
dilatation, when Stot and the integral measure are dilatation invariant. Now, let us expand
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=
only when the contribution of ζkL is factorizable.

where we have dropped t in the argument of ⇣
(L), since the dominant solution is time

independent. In Eq. (4.8), the short mode operators '(S) do not have to be placed at the
same time slicing. Introducing

h'(S)(t1, k1) · · ·'
(S)(tn, kn)i ⌘ �(k1 + · · · + kn)h'(S)(t1, k1) · · ·'

(S)(tn, kn)i0
, (4.9)

we arrive at the CR as 5

 
nX

i=2

ki · @ki + (n� 1)d�
X

↵

S↵

!
hT'(S)(t1, k1) · · ·'

(S)(tn, kn)i

= �
(2⇡)

d
2

P⇣(kL)

D
T ⇣

(L)(kL)'(S)(t1, k1) · · ·'
(S)(tn, kn)

E
. (4.10)

The CR describes how a single insertion of the soft mode ⇣
(ad) modifies the correlation

function which only consists of the short modes '(S) = '
↵(S)

, ⇣
(S)

, �
(S)
ij . For an integer spin

field '
↵, as far as we know the scaling dimension S↵, we can derive the CR. This consistency

relation was first derived for ⇣ and �ij in Ref. [24] and was extended to an arbitrary integer
spin field in Ref. [15]. Similarly, choosing '(S)

� for the short modes in the soft theorem (4.1),
we can obtain the anti-time ordered CR.

Next, let us consider the case where ⇣
(L)
kL

(t) is dominated by the "decaying" mode or
the contributions of the other soft modes Jcl, or the contributions of the short modes, JIF.
In these cases, since ⇣

(L)
kL

(t, kL) varies in time, it does not commute with the time integral
in the second and third lines of Eq. (4.1). One may hope that we could still rewrite the
soft theorem (4.1) into the relation between the correlation function for '(S) and the one
with an additional insertion of the constant adiabatic mode ⇣

(ad)
kL

instead of insertion of the
whole soft mode ⇣

(L)
kL

. Nevertheless, while ⇣
(ad)
kL

commutes with the time integral, it does
not commute with other short modes at a different time.

4.2 Relation to soft theorem in asymptotically flat spacetimes

In cosmology, the LSZ asymptotic state cannot be always realized.

4.3 Consistency relation zoo

5 IR divergence
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and third lines for Eq. (4.1) with t1 = · · · = tn by using the equal time correlation function
as

1

P⇣(t, kL)
h⇣

(L)(t, kL)'(S)(t, k1) · · ·'
(S)(t, kn)i ,

where P⇣(t, kL) is the power spectrum of ⇣(L), given by

h⇣
(L)(t, kL)⇣(L)(t, pL)i = P⇣(t, kL)�(kL + pL) (4.4)

However, what we obtain by evaluating this correlation function is

1

P⇣(t, kL)

Z t

dt
0
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d
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+ (t, k1) · · ·'
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� (t0, �k)h⇣(L)(t0, k)⇣(L)(t, kL)ii± .

Since t is the future end of the time integral, '(S)
+ (t, k) agrees with '(S)

� (t, k). These
correlation functions agree with the contributions in the second and third lines of Eq. (4.1),
only when ⇣

(L)(t0, k) commutes with both the short modes '(S) and the time integral. This
is, indeed, the point which requires a further assumption to rewrite the soft theorem (4.1)
into the form of the widely known CR.

Using Eq. (3.39), let us introduce the adiabatic constant solution of ⇣ in the Fourier
space as

⇣
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Z t

dt
0
H
⇥
Jcl(t

0
, kL) + JIF(t0, kL)

⇤
+ O(✏2) , (4.5)

As was discussed at the end of Sec. 2.3, the sub-leading contribution in the gradient ex-
pansion of O(✏2) also can yield the dominant solution of ⇣(L)(t, kL). In the following, we
consider the two cases where the soft mode ⇣

(L) is dominated or not dominated by ⇣
(ad).

First, let us consider the simplest case where

⇣
(L)(t, kL) ' ⇣

(ad)(kL) . (4.6)

i.e., the soft mode ⇣
(L) is dominated by the constant solution in the limit ✏ ⌧ 1. In this
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ij (notice that since '(L)

and '(S) are defined as a local operator by using ', these operators at the equal time
commute with each other), we obtain
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Inserting this expression into Eq. (2.16), we obtain A
i
j/H = O(✏) for K = 0, with which,

Eq. (2.17) reads

@iS =
1

d�1 � 1

8⇡GN

H

@Lmatter

@N i
. (2.39)

and Eq. (2.21) reads

d(d�1 � 1)S(S + 2) = 16⇡G
�⇢

H2
+ O(✏2) . (2.40)

Rewriting these equations leads to Eq. (2.22), while J now includes all the degrees of
freedom in Lmatter, since we cannot remove one of them by choosing the time slicing as we
did for the (d + 1)-dim Diff invariant theory.

For example, let us consider the case when the Lagrangian density for the matter sector
is given by Eq. (2.27). Then, using Eq. (2.28), we obtain S as

@i

aH
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8⇡G
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"
�2PIJ

@i�
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aH

�̇
J

NH
+

N

aH2

@Lothers

@N i

#
. (2.41)

Solving Eq. (2.18) with S, given above, the lapse function is given by

N = 1 +
⇣̇

H
�NS + O(✏) . (2.42)

At the linear order, solving Eq. (2.41), S is given by the local expression as S / PIJ
˙̄
�
I
��

J .
At non-linear orders, solving S requires to decide the boundary condition of the inverse
Laplacian. The boundary condition should be chosen so that the [aFLRW] condition is
consistently fulfilled. Noticing that N has the background value but Ni does not, we
find that the [aFLRW] requires N = O(✏0) at each order of perturbation. Eliminating N

in Eq. (2.40) by using Eq. (2.42) and repeating a similar procedure, we can rewrite the
Hamiltonian constraint equation into the form of Eq. (2.22), where J is expressed only
in terms of � and other fields described by Lothers. In this way, we find the existence of
the constant solution, repeating the same argument. In Refs. [11, 12], the existence of
the constant solution was manifestly shown in linear perturbation. (As it stands, ⇣, which
corresponds to the Khronon, does not yield the adiabatic perturbation, whose computation
requires a suitable choice of the perturbation bases [11, 12].)

Similarly to Eq. (2.33), integrating Eq. (2.42), we obtain

⇣(t2, x
i) � ⇣(t1, x

i) =

Z t2

t1

dt
0
H(t0)N(t0, xi)(1 + S(t0, xi)) � N̄ + O(✏2) . (2.43)

For a (d + 1)-dim Diff invariant theory, choosing the time slicing as the uniform Hubble
slicing, we can eliminate S. On the other hand, in the HL gravity, since we do not have
the degree of freedom to eliminate S, the time variation of ⇣ cannot be computed simply
by evaluating the perturbed e-folding numbers.
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Figure 7: On the left is a Feynman diagram representing n ! m scattering. On the
right the e↵ect of adding an outgoing soft photon (or graviton) with momentum q and
polarization " is illustrated. In the upper diagrams the soft particle attaches to an
external propagator, while in the lower one it attaches to an internal propagator.

The LSZ rule for computing scattering amplitudes starts out by computing the time-
ordered Green’s functions using the Feynman i✏ prescription and then amputating the ex-
ternal legs. The Feynman diagrams have factors for vertices and propagators. What happens
when we attach the extra photon to an external leg is, since external legs are amputated,
we need only add a vertex and propagator for the particle to whose external leg the photon
is added. The di↵erence between the diagram with and without the attached external soft
photon is just the vertex and propagator.

Now I have to say a little bit about the interaction vertex. Let us take the interaction to
be

Lint = �Aµjµ . (2.9.2)

For a scalar field of charge Q, the charge current is

jµ = iQ(�@µ�
⇤ � �⇤@µ�) . (2.9.3)

For a plane wave, this is just
jµ ⇠ 2Qpµ , (2.9.4)

where we have used the normalization for single-particle states

hp|p0i = 2!p(2⇡)
3�3(p� p0) . (2.9.5)
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Figure 7: On the left is a Feynman diagram representing n ! m scattering. On the
right the e↵ect of adding an outgoing soft photon (or graviton) with momentum q and
polarization " is illustrated. In the upper diagrams the soft particle attaches to an
external propagator, while in the lower one it attaches to an internal propagator.

The LSZ rule for computing scattering amplitudes starts out by computing the time-
ordered Green’s functions using the Feynman i✏ prescription and then amputating the ex-
ternal legs. The Feynman diagrams have factors for vertices and propagators. What happens
when we attach the extra photon to an external leg is, since external legs are amputated,
we need only add a vertex and propagator for the particle to whose external leg the photon
is added. The di↵erence between the diagram with and without the attached external soft
photon is just the vertex and propagator.

Now I have to say a little bit about the interaction vertex. Let us take the interaction to
be

Lint = �Aµjµ . (2.9.2)

For a scalar field of charge Q, the charge current is

jµ = iQ(�@µ�⇤ � �⇤@µ�) . (2.9.3)

For a plane wave, this is just
jµ ⇠ 2Qpµ , (2.9.4)

where we have used the normalization for single-particle states

hp|p0i = 2!p(2⇡)3�3(p � p0) . (2.9.5)
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Inserting soft legs.

LSZ reduction formula (, Lorentz symmetry)This is the electromagnetic current associated to a scalar field of charge Q, meaning that
under gauge transformations, it acquires a phase eiQ". Moreover, we take the polarization of
the photon to obey "µqµ = 0, where qµ is the momentum of the photon. The propagator for
a scalar particle of mass m gives a factor

�i

(p+ q)2 +m2 =
�i

p2 + 2p · q + q2 +m2 =
�i

2p · q , (2.9.6)

where we have used the fact that in a scattering amplitude, all the external lines must be
on-shell, so q2 = 0 and p2 = �m2. The vertex factor is, up to O(q) corrections,

ie"µ2Qpµ , (2.9.7)

where "µ comes from Aµ and 2Qpµ comes from jµ. The total contribution is

ie"µ(2Qpµ)
�i

(p+ q)2 +m2 ! eQ" · p
q · p . (2.9.8)

There is one such term for every outgoing particle, while for the incoming particles there is
an additional minus sign. Altogether these give

mX

k=1

eQout
k poutk · "
poutk · q

�
nX

k=1

eQin
k p

in
k · "

pink · q
. (2.9.9)

At the end of the day, if we just consider the diagrams in which the photon attaches to
an external leg, we simply multiply the S-matrix element by the factor in equation (2.9.9),
sometimes called the “soft factor”, which you may recognize from equation (2.8.21).

We have not yet considered the terms coming from the photon attaching to an internal
leg. The key point is that the internal propagators are never on-shell (i.e., they never have
p2 = �m2). In the propagator, one then never has the cancellation between p2 and m2, so if
we take qµ ! 0, the di↵erence between p2 and m2 will dominate, and we will not get a pole.
These types of diagrams are most certainly nonzero, but they do not contribute to the pole,
so we can forget about them in the soft limit. This is an extremely simple derivation. Up
to some signs, one finds the same thing for a soft incoming photon.

Now we note an important feature of this formula. The condition "µqµ = 0 defines the
polarization vector only up to shifts of "µ by qµ, because q2 = 0. The physical amplitude
with the soft photon should be invariant if we shift "µ by any multiple of qµ. Now it is
interesting to see what happens to the soft factor (2.9.9). If we shift "µ by qµ, it shifts by
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k=1

eQin
k = 0 . (2.9.10)

In other words, global charge conservation guarantees that this soft factor is gauge invariant.
This observation was in fact the basis of Low’s derivation of the soft formula in 1958 [4].

We have only worked out the soft theorem for the case of a scalar. For a fermion or some
other kind of charged particle, it is a little more complicated, but it works out to the same
expression [151]. One way of seeing that this must be so is that (2.9.9) is the only formula
with the right dimensions that is invariant under shifts "µ ! "µ + qµ.
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Non-flat FLRW
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Soft theorem
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