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  Cosmic rays

Energy [eV]
910 1010 1110 1210 1310 1410 1510 1610 1710 1810 1910 2010

]
-1

 e
V

-1
 s

r
-1

 s
-2

m
 D

iff
er

en
tia

l f
lu

x 
[

39−10

36−10

33−10

30−10

27−10

24−10

21−10

18−10

15−10

12−10

9−10

6−10

 and s21 particle per m

 and year21 particle per m

 and year21 particle per km

 and century21 particle per kmLHC (CERN)

Direct measurements:
BESS-TeV (2004, only p)
ATIC-2 (2009, only p)
CREAM-I (2011, only p)
RUNJOB (2005, only p)
PAMELA (2011, only p)
AMS-02 (2015, only p)

Air shower measurements:
CASA-MIA (1999)
TIBET-III (2008)
EAS-TOP (1999)
IceTop-73 (2013)
KASCADE (2005)
KASCADE-Grande (2013)
Fly's Eye (1994)
AGASA (2003)
HiRes 1 (2008)
HiRes 2 (2008)
TA (2015)
Auger (2015)
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  Cosmic rays
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Ultra-high-energy cosmic rays: 
 E > 1017 eV (0.1 EeV) 
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  Pierre Auger Observatory (I)
•  General 

•  Located near Malargüe, Argentina; 
latitude 35.2 °S, longitude 69.3 °W 

•  Start of data taking: 2004 

•  Surface detector (SD) 
•  1600 water Cherenkov detectors 
•  1500 m distance, area: 3000 km2 
•  E > 1018.5 eV 
•  ~100 % duty cycle 

•  Fluorescence detector (FD) 
•  4 stations with 6 telescopes each 
•  Field of view per telescope: 

0-30° elevation, 30° azimuth 
•  E > 1018 eV 
•  13 % duty cycle 

[The Pierre Auger Collaboration, NIM A 798 (2015) 172-213] 
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  Pierre Auger Observatory (II)
•  Infilled array 

•  60 additional water Cherenkov detectors 
•  750 m distance, area: 24 km2  
•  E > 1017.5 eV 

•  HEAT 
•  3 additional fluorescence telescopes 
•  Tilted field of view: 30-60° elevation 
•  E > 1017 eV 

•  AERA 
•  124 radio stations 
•  Different distances, area 17 km2 

•  Measurement of the radio signals 
emitted by air showers (frequencies 
30-80 MHz) 

[The Pierre Auger Collaboration, NIM A 798 (2015) 172-213] 



6 / 28 Marcus Niechciol | 14th Rencontres du Vietnam - Windows on the Universe 2018 (Quy Nhon) 07.08.2018 

  Hybrid concept (I)
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  Hybrid concept (II)
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  Energy spectrum (I)
•  Precise reconstruction of the energy spectrum of UHECRs over three 

decades in energy 
•  4 datasets: FD (Hybrid), SD 750 m, SD 1500 m (0-60°), SD 1500 m (60-80°) 
•  ~300.000 events, ~70.000 km2 sr yr exposure, -90°…+45° covered in δ 

•  Good agreement of the individual spectra within the uncertainties: 
      Combined spectrum !

Energy SpectrumEnergy Spectrum
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14 % systematic uncertainty 
on the energy scale 

[F. Fenu for the Pierre Auger Collaboration, PoS(ICRC2017)486] 



16

The  combined spectrum

•  Combined spectrum 
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  Energy spectrum (II)

[F. Fenu for the Pierre Auger Collaboration, PoS(ICRC2017)486] 

14 % systematic uncertainty 
on the energy scale 
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The  combined spectrumCombined Energy SpectrumCombined Energy Spectrum

17.5 18.0 18.5 19.0 19.5 20.0
lg(E/eV)

1037

1038

E3 J(
E)

/
� eV

2
km

�
2

sr
�

1
yr

�
1�

Auger (ICRC 2017)

1018 1019 1020
E /eV

�
1

=

3.
2

9

3 ±
0.
0

0

2 ±
0.
0

5

�2

=

2

.53
± 0

.02
± 0

.1

E
ankle

= (5.08 ± 0.06 ± 0.8) EeV

E
s

= (39 ± 2 ± 8) EeV

E
1/2 = (23 ± 1 ± 4) EeV

[9 of 30]

11 / 28 Marcus Niechciol | 14th Rencontres du Vietnam - Windows on the Universe 2018 (Quy Nhon) 07.08.2018 

  Energy spectrum (III)

[F. Fenu for the Pierre Auger Collaboration, PoS(ICRC2017)486] 
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The Pierre Auger energy spectrum Francesco Fenu

SD 1500 < 60� SD 1500 > 60� SD 750 Hybrid
Data taking period Jan. 2004 – Dec. 2016 Jan. 2004 – Dec. 2016 Aug. 2008 – Dec. 2016 Jan. 2007 – Dec 2015

Exposure [km2 sr yr] 51,588 15,121 228 1946 @1019 eV
Number of events 183,332 19,602 87,402 11,680

Zenith angle range [deg.] 0–60 60–80 0–55 0–60
Energy threshold [eV] 3⇥1018 4⇥1018 3⇥1017 1018

Calibration parameters
Number of events 2661 312 1276

A [eV] (1.78±0.03)⇥1017 (5.45±0.08)⇥1018 (1.4±0.04)⇥1016

B 1.042 ± 0.005 1.030 ± 0.018 1.000 ± 0.008
Energy resolution [%] 15 17 13

Table 1: The parameters of the data samples presented here together with the calibration parameters.

Figure 5: The combined spectrum and the fitting function with the fitting parameters.

To obtain the spectral parameters, the combined spectrum is fitted with the function:

Junf(E) =

8
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:
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(4.1)

The spectrum, the fit and the optimized parameters are plotted in Fig.5. An ankle is found at
Eankle =(5.08±0.06(stat.)±0.8(syst.))⇥1018 eV, while the suppression is at Es =(3.9±0.2(stat.)±
0.8(syst.))⇥1019 eV. The energy E1/2 at which the integral spectrum drops by a factor of two below
what would be the expected with no steepening is E1/2 = (2.26± 0.08(stat.)± 0.4(syst.))⇥ 1019

eV. The spectral indexes are: g1 = 3.293± 0.002(stat.)± 0.05(syst.), g2 = 2.53± 0.02(stat.)±
0.1(syst.) while Dg = 2.5±0.1(stat.)±0.4(syst.).

5. Summary

We have presented an update of the energy spectrum above 3⇥1017 eV as obtained using the
Pierre Auger Observatory. An improved FD reconstruction caused an increase in the FD energy of
less than 4%, while the systematic uncertainties previously estimated by the Auger Collaboration

7

14 % systematic uncertainty 
on the energy scale 

•  Combined spectrum 
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  Composition: Xmax distributions 
•  Combine Standard-FD and HEAT to obtain unbiased Xmax distributions 
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Xmax above 1017.2 eV, Measurements and Composition Implications Jose Bellido
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Figure 3: Xmax distributions for different energy intervals from the HeCo (top) and Standard-FD (bottom)
datasets. The number of events in each energy bin is indicated.

2.4 Results and Interpretation

We present the results of the HeCo and the Standard-FD Xmax distributions in energy bins
of D lg(E/eV) = 0.1 extending from 1017.2 eV to 1018.1 eV for HeCo and above 1017.8 eV for the
Standard-FD telescopes. The Xmax distributions after applying quality and fiducial selection cuts
are shown in Fig. 3. These distributions still include effects of the detector resolution and the
detector acceptance. The total number of events that passed all cuts (quality and FoV cuts) is
16778 and 25688 for HeCo and Standard-FD respectively.

The hXmaxi difference between HeCo and the Standard-FD datasets is on average ⇠2.3 g/cm2

for overlapping energy bins. This small offset is within the uncorrelated systematics of the two
analyses. Consequently, for the combination of the datasets the HeCo hXmaxi is shifted accordingly
and the resulting hXmaxi and s(Xmax) as a function of energy are shown in Fig. 4. These Xmax

4

[J. Bellido for the Pierre Auger Collaboration, PoS(ICRC2017)506] 
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  Composition: 〈Xmax〉 and σ(Xmax)
•  Determine �Xmax� and σ(Xmax) from the unbiased distributions 

 

 
•  Elongation rate (79 ± 1) g cm-2 decade-1 below ~1018.3 eV, (26 ± 2) g cm-2 decade-1 

above 
•  ~60 g cm-2 decade-1 expected for constant composition [J. Bellido for the Pierre Auger Collaboration, PoS(ICRC2017)506] 

Xmax above 1017.2 eV, Measurements and Composition Implications Jose Bellido
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Figure 4: The mean (left) and the standard deviation (right) of the measured Xmax distributions as a function
of energy compared to air-shower simulations for proton and iron primaries.

moments are in good agreement with those in our previous publications [6, 2] and they can be
compared directly with expectations from hadronic models. These is because we have removed all
detector effects, such as the detector resolution and the non homogeneous Xmax acceptance within
the tails of the Xmax distributions.

Between 1017.2 and 1018.33 eV the observed elongation rate (rate of change of hXmaxi) is
(79±1) g/cm2/decade (Fig. 4, left). This value, being larger than that expected for a constant mass
composition (⇠ 60 g/cm2/decade), indicates that the mean primary mass is becoming lighter with
increasing energy. At 1018.33±0.02 eV the elongation rate becomes significantly smaller ((26 ± 2)
g/cm2/decade) indicating that the composition is becoming heavier with increasing energy. The
fluctuations of Xmax (Fig. 4, right) decrease above 1018.3 eV, also indicating a composition becom-
ing heavier with increasing energy.

The mean value of lnA, hlnAi, and its variance, s2(lnA), determined from Eqs. (1.1) and (1.2),
are shown in Fig. 5. For the parameters hXmaxip, fE and hs2

shi, the EPOS-LHC [7], QGSJetII-04 [8]
and Sibyll2.3 [9] hadronic interaction models are used. The unphysical negative values obtained
for s2(lnA) result from the corresponding hadronic model predicting s(Xmax) values (for pure
compositions) that are larger than the observed ones. An average value of s2(lnA) ' 1.2�2.6 has
been estimated in [10] using the correlation between Xmax and S1000 (the signal recorded at 1000m).
This range for s2(lnA) is valid for the three hadronic models and for the energy range lg(E/eV) =

18.5�19.0. The average s2(lnA) from Fig. 5, for the same energy range, is (0.8±0.4) for EPOS-
LHC, (�0.7 ± 0.4) for QGSJetII-04, (0.6 ± 0.4) for Sibyll2.3. The QGSJetII-04 and Sibyll2.3
models failed to provide consistent interpretation, and EPOS-LHC is marginally consistent.

For the three models, similar trends with energy for hlnAi and s2(lnA) are observed. The
primary mass is decreasing with energy reaching minimum values at 1018.33±0.02 eV, and then
it starts to increase again towards higher energies. The spread of the masses is almost constant
until ⇡ 1018.3 eV after which it starts to decrease. Together with the behavior of hlnAi, this is an
indication that the relative fraction of protons becomes smaller for energies above ⇡1018.3 eV.

5
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  Composition: 〈lnA〉 and σ2(lnA)
•  Calculate �lnA� and σ2(lnA) from �Xmax� and σ(Xmax) using current hadronic 

interaction models 
•  Same trend for all models: composition gets lighter until ~1018.3 eV, then heavier again 

 
•  Results also serve as a test of the hadronic interaction models 

Xmax above 1017.2 eV, Measurements and Composition Implications Jose Bellido

for the HEAT/Coihueco (HeCo) Xmax analysis. So for further details of the Xmax analysis and of
most of the systematic studies we refer the reader to [2].

The determination of the primary composition is performed by comparing the measured Xmax

distributions of EAS with expectations according to high energy hadronic interaction models [3].
The first two moments of the Xmax distribution (hXmaxi and s(Xmax)) are related to the first two
moments of the distribution of the logarithm of masses of primary particles (lnA and s(lnA)) [4]:

hXmaxi = hXmaxip + fEhlnAi (1.1)

s2(Xmax) = hs2
shi+ f 2

E s2(lnA). (1.2)

hXmaxip and hs2
shi are the mean Xmax for protons and the composition-averaged shower-to-shower

fluctuations, and fE is a parameter depending on details of hadronic interactions, properly parametrized
from the interaction models for energies �1017 eV.

2. Data analysis

The analysis presented in this paper is based on two statistically independent datasets. These
are the data collected by the Standard-FD telescopes (during the period from 01.12.2004 to
31.12.2015), and the data collected with HeCo (during the period from 01.06.2010 to 31.12.2015).
The events with energies below 1018.1 eV recorded by CO telescopes during periods where HEAT
telescopes were in operation are considered in the HeCo dataset (even if they do not include any
HEAT telescope). Otherwise, they are considered in the Standard-FD telescope dataset. So, the
Standard-FD dataset contains events with energies above 1017.8 eV and the HeCo dataset contains
events with energies between 1017.2 eV and 1018.1 eV.

HEAT can be operated in upward and downward modes. The downward mode is when the
telescopes are oriented such that their elevation angle extends up to 30�. The upward mode is when
they cover an elevation angle ranging from 30� to 60� (this is the HEAT standard operation mode).
The HEAT downward mode is used for systematic cross checks, because it allows one to observe
the same showers in coincidence with telescopes from the Coihueco site.

There have been some updates in the energy and Xmax scale. These changes arose from im-
provements in the reconstruction of the shower profile (mainly affecting lower energy events) and
improvements in the estimate of the vertical atmospheric optical depth [5].

2.1 Data selection

The analysis is based on hybrid events, i.e. on events with geometries reconstructed using
information on arrival times of both light in the cameras of FD telescopes and of the shower front
at ground as measured by the surface station closest to the shower axis. We selected data recorded
during stable running conditions and good atmospheric conditions [2]. In addition to these selection
criteria a set of fiducial FoV cuts are applied to reduce to a minimum the detector effects in the
sampled Xmax distributions (as explained in Section 2.2).

2

[J. Bellido for the Pierre Auger Collaboration, PoS(ICRC2017)506] 
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Figure 5: The mean (top) and the variance (bottom) of lnA estimated from data with EPOS-LHC (left),
QGSJetII-04 (middle) and Sibyll2.3 (right) hadronic interaction models.

The expected Xmax distributions for p, He, N and Fe have been parametrized [11] using a
gaussian convolution with an exponential function according to the hadronic models (EPOS-LHC,
QGSJetII-04 and Sibyll2.3) using CONEX [12]. These parametrization have been used to fit for
the fraction of p, He, N and Fe in each energy bin. The corresponding detector resolution and
acceptance (for each energy bin) have been considered in the fits. Fig. 6 shows the fit fractions as
a function of energy for the three different models. The panel at the bottom indicates the goodness
of the fits (p-values). The trend of the He and N fractions as a function of energy has a strong
dependence on the particular hadronic model used. However, the three hadronic models agree
when estimating a null Fe abundance between 1018.3 eV and 1019.4 eV.

This interpretation of the cosmic ray composition as a function of energy relies on the validity
of the hadronic interaction models. The p-values estimated in Fig. 6 provide an indication on how
well the models managed to reproduced the observed Xmax distributions with the fractions fit. For
good fits, the p-values should be randomly distributed between 0 and 1, and should not be too small.
A large fraction of the p-values shown in Fig. 6 (bottom panel) are below the 0.1 line, but we only
expect 10% of p-values to be below this line. There is a total of 24 energy bins, so we expect in
average 2.4 p-values below the 0.1 line, but we observe 8 (for EPOS-LHC), 11 (for Sibyll2.3), and
17 (for QGSJetII-04). The large fraction of small p-values indicates that the models were not able
to find combinations of fractions to reproduce the details of the observed Xmax distribution.
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  Composition: correlation
•  Study the correlation between Xmax and S1000 for 18.5 < log10(E [eV]) < 19.0 

•  Correlation coefficient ~0: “pure” composition (e.g. 100 % p or 100% Fe) 
•  Correlation coefficient < 0: mixed composition 
•  Expectation robust against uncertainties in the hadronic interaction models 

 
•  Data: significantly negative correlation 

        mixed composition 
•  Mixture of only protons and Helium not 

sufficient to explain the data, also heavier 
nuclei are necessary 
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Fig. 1. Left: measured X∗
max vs. S∗

38 for lg(E/eV) = 18.5–19.0. Right: the same distribution for 1000 proton and 1000 iron showers simulated with EPOS-LHC.

are scaled to a reference energy and zenith angle. This way we 
avoid a decorrelation between the observables from combining dif-
ferent energies and zenith angles in the data set. S(1000) is scaled 
to 38◦ and 10 EeV using the parameterizations from [16]. Xmax
is scaled to 10 EeV using an elongation rate d⟨Xmax⟩/d lg(E/eV) =
58 g cm−2/decade, an average value with little variation between 
different primaries and interaction models [9]. Here, these scaled 
quantities will be denoted as X∗

max and S∗
38. Thus, X∗

max and S∗
38

are the values of Xmax and S(1000) one would have observed, had 
the shower arrived at 38◦ and 10 EeV. It should be noted that the 
specific choice of the reference values is irrelevant, since a trans-
formation to another reference value shifts the data set as a whole, 
leaving the correlation coefficient invariant.

As a measure of the correlation between X∗
max and S∗

38 the 
ranking coefficient rG(X∗

max, S∗
38) introduced by Gideon and Hol-

lister [17] is taken. Conclusions are unchanged when using other 
definitions of correlation coefficients, including the coefficients of 
Pearson or Spearman, or other ones [18]. As for any ranking coef-
ficient, the rG value is invariant against any modifications leaving 
the ranks of events unchanged (in particular to systematic shifts 
in the observables). The main distinction from other ranking coef-
ficients is that the values of ranks are not used directly to calcu-
late rG. Rather the general statistical dependence between X∗

max
and S∗

38 is estimated by counting the difference in numbers of 
events with ranks deviating from the expectations for perfect cor-
relation and anti-correlation. Thus, the contribution of each event 
is equal to 0 or 1, making rG less sensitive to a removal of individ-
ual events, as it will be discussed also below.

The dependence of the statistical uncertainty !rG on the num-
ber of events n in a set and on the rG value itself was deter-
mined by drawing random subsamples from large sets of simulated 
events with different compositions. The statistical uncertainty can 
be approximated by !rG ≃ 0.9/

√
n. For the event set used here 

!rG(data) = 0.024.

3. Data and simulations

The analysis is based on the same hybrid events as in [9]
recorded by both the fluorescence and the surface detectors dur-
ing the time period from 01.12.2004 until 31.12.2012. The data 
selection procedure, described in detail in [9], guarantees that only 
high-quality events are included in the analysis and that the mass 
composition of the selected sample is unbiased. The reliable re-
construction of S(1000) requires an additional application of the 

fiducial trigger cut (the station with the highest signal should have 
at least 5 active neighbor stations). This requirement does not in-
troduce a mass composition bias since in the energy and zenith 
ranges considered the surface detector is fully efficient to hadronic 
primaries [19,20]. Selecting energies of lg(E/eV) = 18.5–19.0 and 
zenith angles <65◦ , the final data set contains 1376 events. The 
resolution and systematic uncertainties are about 8% and 14% in 
primary energy [21], <20 g cm−2 and 10 g cm−2 in Xmax [9], and 
<12% and 5% [22] in S(1000), respectively.

The simulations were performed with CORSIKA [23], using 
EPOS-LHC, QGSJetII-04 or Sibyll 2.1 as the high-energy hadronic 
interaction model, and FLUKA [24] as the low-energy model. All 
events passed the full detector simulation and reconstruction [25]
with the same cuts as applied to data. For each of the interaction 
models the shower library contains at least 10000 showers for pro-
ton primaries and 5000–10000 showers each for helium, oxygen 
and iron nuclei.

4. Results

The observed values of X∗
max vs. S∗

38 are displayed in Fig. 1. 
As an illustration, proton and iron simulations for EPOS-LHC are 
shown as well, but one should keep in mind that in this analy-
sis we do not aim at a direct comparison of data and simulations 
in terms of absolute values. In contrast to the correlation analysis 
such a comparison needs to account for systematics in both ob-
servables and suffers from larger uncertainties from modeling of 
hadronic interactions.

In Table 1, the observed rG(X∗
max, S∗

38) is given along with 
simulated rG values for pure compositions (σ (ln A) = 0) and for 

Table 1
Observed rG(X∗

max, S∗
38) with statistical uncertainty, and simulated rG(X∗

max, S∗
38)

for various compositions using different interaction models (statistical uncertainties 
are ≈0.01).

Data −0.125 ± 0.024 (stat)

EPOS-LHC QGSJetII-04 Sibyll 2.1

p 0.00 0.08 0.06
He 0.10 0.16 0.14
O 0.09 0.16 0.17
Fe 0.09 0.13 0.12

0.5 p–0.5 Fe −0.37 −0.32 −0.31

0.8 p–0.2 He 0.00 0.07 0.05
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Fig. 1. Left: measured X∗
max vs. S∗

38 for lg(E/eV) = 18.5–19.0. Right: the same distribution for 1000 proton and 1000 iron showers simulated with EPOS-LHC.

are scaled to a reference energy and zenith angle. This way we 
avoid a decorrelation between the observables from combining dif-
ferent energies and zenith angles in the data set. S(1000) is scaled 
to 38◦ and 10 EeV using the parameterizations from [16]. Xmax
is scaled to 10 EeV using an elongation rate d⟨Xmax⟩/d lg(E/eV) =
58 g cm−2/decade, an average value with little variation between 
different primaries and interaction models [9]. Here, these scaled 
quantities will be denoted as X∗

max and S∗
38. Thus, X∗

max and S∗
38

are the values of Xmax and S(1000) one would have observed, had 
the shower arrived at 38◦ and 10 EeV. It should be noted that the 
specific choice of the reference values is irrelevant, since a trans-
formation to another reference value shifts the data set as a whole, 
leaving the correlation coefficient invariant.

As a measure of the correlation between X∗
max and S∗

38 the 
ranking coefficient rG(X∗

max, S∗
38) introduced by Gideon and Hol-

lister [17] is taken. Conclusions are unchanged when using other 
definitions of correlation coefficients, including the coefficients of 
Pearson or Spearman, or other ones [18]. As for any ranking coef-
ficient, the rG value is invariant against any modifications leaving 
the ranks of events unchanged (in particular to systematic shifts 
in the observables). The main distinction from other ranking coef-
ficients is that the values of ranks are not used directly to calcu-
late rG. Rather the general statistical dependence between X∗

max
and S∗

38 is estimated by counting the difference in numbers of 
events with ranks deviating from the expectations for perfect cor-
relation and anti-correlation. Thus, the contribution of each event 
is equal to 0 or 1, making rG less sensitive to a removal of individ-
ual events, as it will be discussed also below.

The dependence of the statistical uncertainty !rG on the num-
ber of events n in a set and on the rG value itself was deter-
mined by drawing random subsamples from large sets of simulated 
events with different compositions. The statistical uncertainty can 
be approximated by !rG ≃ 0.9/

√
n. For the event set used here 

!rG(data) = 0.024.

3. Data and simulations

The analysis is based on the same hybrid events as in [9]
recorded by both the fluorescence and the surface detectors dur-
ing the time period from 01.12.2004 until 31.12.2012. The data 
selection procedure, described in detail in [9], guarantees that only 
high-quality events are included in the analysis and that the mass 
composition of the selected sample is unbiased. The reliable re-
construction of S(1000) requires an additional application of the 

fiducial trigger cut (the station with the highest signal should have 
at least 5 active neighbor stations). This requirement does not in-
troduce a mass composition bias since in the energy and zenith 
ranges considered the surface detector is fully efficient to hadronic 
primaries [19,20]. Selecting energies of lg(E/eV) = 18.5–19.0 and 
zenith angles <65◦ , the final data set contains 1376 events. The 
resolution and systematic uncertainties are about 8% and 14% in 
primary energy [21], <20 g cm−2 and 10 g cm−2 in Xmax [9], and 
<12% and 5% [22] in S(1000), respectively.

The simulations were performed with CORSIKA [23], using 
EPOS-LHC, QGSJetII-04 or Sibyll 2.1 as the high-energy hadronic 
interaction model, and FLUKA [24] as the low-energy model. All 
events passed the full detector simulation and reconstruction [25]
with the same cuts as applied to data. For each of the interaction 
models the shower library contains at least 10000 showers for pro-
ton primaries and 5000–10000 showers each for helium, oxygen 
and iron nuclei.

4. Results

The observed values of X∗
max vs. S∗

38 are displayed in Fig. 1. 
As an illustration, proton and iron simulations for EPOS-LHC are 
shown as well, but one should keep in mind that in this analy-
sis we do not aim at a direct comparison of data and simulations 
in terms of absolute values. In contrast to the correlation analysis 
such a comparison needs to account for systematics in both ob-
servables and suffers from larger uncertainties from modeling of 
hadronic interactions.

In Table 1, the observed rG(X∗
max, S∗

38) is given along with 
simulated rG values for pure compositions (σ (ln A) = 0) and for 

Table 1
Observed rG(X∗

max, S∗
38) with statistical uncertainty, and simulated rG(X∗

max, S∗
38)

for various compositions using different interaction models (statistical uncertainties 
are ≈0.01).

Data −0.125 ± 0.024 (stat)

EPOS-LHC QGSJetII-04 Sibyll 2.1

p 0.00 0.08 0.06
He 0.10 0.16 0.14
O 0.09 0.16 0.17
Fe 0.09 0.13 0.12

0.5 p–0.5 Fe −0.37 −0.32 −0.31

0.8 p–0.2 He 0.00 0.07 0.05
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Fig. 2. Dependence of the correlation coefficients rG on σ (ln A) for EPOS-LHC (left) and QGSJetII-04 (right). Each simulated point corresponds to a mixture with different 
fractions of protons, helium, oxygen and iron nuclei, the relative fractions changing in 0.1 steps (4 points for pure compositions are grouped at σ (ln A) = 0). Colors of the 
points indicate ⟨ln A⟩ of the corresponding simulated mixture. The shaded area shows the observed value for the data. Vertical dotted lines indicate the range of σ (ln A) in 
simulations compatible with the observed correlation in the data.

the maximum spread of masses 0.5 p–0.5 Fe (σ (ln A) ≃ 2) for all 
three interaction models. For the data, a negative correlation of 
rG(X∗

max, S∗
38) = −0.125 ± 0.024 (stat) is found. For proton simula-

tions correlations are close to zero or positive in all models. Pure 
compositions of heavier primaries show even more positive corre-
lations (rG ≥ 0.09) than for protons. Hence, observations cannot be 
reproduced by any pure composition of mass A ≥ 1, irrespective of 
the interaction model chosen.

In the proton dip model, even small admixtures of heavier nu-
clei, such as a 15–20% helium fraction at the sources, were shown 
to upset the agreement of the pair-production dip of protons with 
the observed flux [1,2,26,27]. The values of rG in simulations for a 
mixture at Earth of 0.8 p–0.2 He are added in Table 1. They are es-
sentially unaltered compared to the pure proton case and equally 
inconsistent to the observed correlation.

Further, the correlation is found to be non-negative rG(X∗
max,

S∗
38) ! 0 for all p–He mixtures. Thus, the presence of primary nu-

clei heavier than helium A > 4 is required to explain the data.
We also checked the case of O–Fe mixtures, i.e. a complete 

absence of light primaries. A minimum value of rG ≈ −0.04 is 
reached for mixtures produced with EPOS-LHC for fractions close 
to 0.5 O–0.5 Fe. With smaller significance, light primaries there-
fore appear required as well to describe the observed correla-
tion.

In Fig. 2 the dependence of the simulated correlation rG(X∗
max,

S∗
38) on the spread σ (ln A) is shown for EPOS-LHC and QGSJetII-04 

(results for Sibyll 2.1 are almost identical to those of QGSJetII-04). 
A comparison with the data indicates a significant degree of mix-
ing of primary masses. Specifically, σ (ln A) ≃ 1.35 ±0.35, with val-
ues of σ (ln A) ≃ 1.1–1.6 being consistent with expectations from 
all three models. The fact that differences between models are 
moderate reflects the relative insensitivity of this analysis to de-
tails of the hadronic interactions.

In Fig. 3 the observed values of rG are presented in four indi-
vidual energy bins. From simulations, only a minor change of rG
with energy is expected for a constant composition. The data are 
consistent with a constant rG with χ2/dof ≃ 6.1/3 (P ≃ 11%). Al-
lowing for an energy dependence, a straight-line fit gives a positive 
slope and χ2/dof ≃ 3.2/2 (P ≃ 20%). More data are needed to de-
termine whether a trend towards larger rG (smaller σ (ln A)) with 
energy can be confirmed.

Fig. 3. The correlation coefficients rG for data in the energy bins lg(E/eV) =
18.5–18.6; 18.6–18.7; 18.7–18.8; 18.8–19.0. Numbers of events in each bin are 
given next to the data points. The gray band shows the measured value for data 
in the whole range lg(E/eV) = 18.5–19.0. Predictions for the correlations rG in this 
range for pure proton and iron compositions, and for the extreme mix 0.5 p–0.5 Fe
from EPOS-LHC and QGSJetII-04 are shown as hatched bands (for Sibyll 2.1 values 
are similar to those of QGSJetII-04). The widths of the bands correspond to statisti-
cal errors.

5. Uncertainties

5.1. Cross-checks

Several cross-checks were performed. In all cases, the conclu-
sions were found to be unchanged. The cross-checks included: 
(i) a division of the data set in terms of time periods, FD telescopes 
or zenith angle ranges; (ii) variations of the event selection crite-
ria; (iii) variations of the scaling functions when transforming to 
the reference zenith angle and energy; (iv) adopting other meth-
ods to calculate the correlation coefficient [18]; and (v) studying 
the effect of possible ‘outlier’ events. Regarding (iv), the smallest 
difference between the data and pure compositions is found for 
EPOS-LHC protons and it is 5.2σstat for rG (cf. Table 1), and ≥7σstat
for Pearson and Spearman correlation coefficients. As an example 
of the last point (v), events were artificially removed from the data 
set so as to increase the resulting value of rG as much as possible, 
i.e., to bring it closer to the predictions for pure compositions. Re-

!

[The Pierre Auger Collaboration, Phys. Lett. B 762 (2016) 288-295] 
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  Search for UHE photons
•  Stringent limits on the diffuse flux of UHE photons 

•  Exotic models strongly constrained 
•  Predictions of some cosmogenic models are within reach 

•  Targeted search for sources of UHE photons 
•  No evidence for EeV photon emitters in any of the studied source classes (e.g. pulsars, X-

ray binaries…) 
•  Connection to H.E.S.S. measurements of the Galactic Center in the TeV regime  
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  Search for UHE neutrinos
•  Limits on the diffuse flux of UHE neutrinos allow for constraints on 

cosmogenic neutrino source models 
•  Pure-proton models with strong source evolution are excluded 

UHE neutrinos at Auger Enrique Zas
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Figure 2: Integral upper limit (at 90% C.L.) for a diffuse neutrino flux of UHE dN/dEn = kE�2 given as
a normalization, k, (straight red line), and differential upper limit (see text). Limits are quoted for a single
flavor assuming equal flavor ratios. Similar limits from ANITAII [8] and IceCube [9] are displayed along
with prediction for several neutrino models (cosmogenic [10, 11, 12], astrophysical [13].)

3.2 Limits to point-like sources of UHE neutrinos

The Earth-skimming channel is very effective at converting the tau neutrinos into exiting tau
leptons when the arrival direction is very close to the horizontal. It can be shown that over 90%
(⇠ 100%) of the ES exposure is obtained for zenith angles between 90� and 92.5� (95�). As a result
the sky coverage provided by these interactions reaches declinations between �54.5� and 59.5�.
The DG selections enhance the visible declination band towards the south all the way to �84.5�

covering a large fraction of the sky. The exposure as a function of zenith can be converted to an
average exposure for a given declination integrating in right ascension. It displays strong peaks for
the ES selection close to two extreme declinations apparent in the obtained bounds.

The non-observation of neutrino candidates is cast into a bound on point sources which is
calculated as a function of declination, d , also assuming a flavor ratio of 1:1:1. The results are
displayed in Fig. 3, for the first time combining the three searches and for data that have an increase
of about seven years of full exposure over previous results [15].

3.3 Targeted searches for correlations with the GW events

The reported detection of gravitational wave events produced by bynary Black Hole (BH)
mergers by the Advanced Ligo Collaboration has triggered a targeted search for coincidence events
that would complement these observations. BH mergers could accelerate cosmic rays to the high-

4

Expected events: 1 Jan 04 – 31 Mar 17

11EXCLUDED (> 90% CL), DISFAVORED (85% < CL < 90% ), ALLOWED

Expected events: 1 Jan 04 – 31 Mar 17

11EXCLUDED (> 90% CL), DISFAVORED (85% < CL < 90% ), ALLOWED

[E. Zas for the Pierre Auger Collaboration, PoS(ICRC2017)972] 
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  Multimessenger astronomy (I)
•  Searches for neutrinos in association with gravitational wave events 

detected by LIGO and Virgo 
•  Discussed here: GW170817 (binary neutron star merger) 
•  2 s later detection of a gamma-ray burst (GRB170817A) by Fermi GBM and INTEGRAL 
•  Follow-up observations by many observatories and instruments; searches for associated 

neutrinos by IceCube, Antares and Auger 

!27

A binary  neutron star merger 
GW170817 / GRB170817A: NS-NS merger

๏NS-NS merger seen in Gravitational Waves 
๏Con$rmed as short GRB (Fermi GBM, Integral)  
๏ Fermi LAT, H.E.S.S., HAWC observe region much later
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GW170817:  a NS-NS merger seen in gravitational waves 
GRB170817A:  confirmed as short GRB (Fermi GBM, Integral)  
UV, optical and IR observation  located the merger in NGC 4993 
Fermi LAT, H.E.S.S., HAWC observe region later 

[Ligo Scientific and Virgo Collaborations, Fermi GBM, INTEGRAL, ApJL 848 (2017) L13] 
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  Multimessenger astronomy (II)
•  Searches for neutrinos in association with gravitational wave events 

detected by LIGO and Virgo 
•  Discussed here: GW170817 (binary neutron star merger) 
•  2 s later detection of a gamma-ray burst (GRB170817A) by Fermi GBM and INTEGRAL 
•  Follow-up observations by many observatories and instruments; searches for associated 

neutrinos by IceCube, Antares and Auger 
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GW170817 ν  limits
18

jet burrowing through the stellar envelope in a core-collapse
event (Mészáros & Waxman 2001; Razzaque et al. 2003; Bar-
tos et al. 2012; Murase & Ioka 2013). Nevertheless, if the
observed gamma-rays come from the outbreak of a wide co-
coon, it is less likely that the relativistic jet, which is more
narrowly beamed than the cocoon outbreak, also pointed to-
wards Earth.

We further considered an additional neutrino-production
mechanism related to ejecta material from the merger. If a
rapidly rotating neutron star forms in the merger and does not
immediately collapse into a black hole, it can power a rela-
tivistic wind with its rotational energy, which may be respon-
sible for the sometimes observed extended emission (Met-
zger et al. 2008). Optically thick ejecta from the merger can
attenuate the gamma-ray flux, while allowing the escape of
high-energy neutrinos. Additionally, it may trap some of the
wind energy until it expands and becomes transparent. This
process can convert some of the wind energy to high-energy
particles, producing a long-term neutrino radiation that can
last for days (Murase et al. 2009; Gao et al. 2013; Fang &
Metzger 2017). The properties of ejecta material around
the merger can be characterized from its kilonova/macronova
emission.

Considering the possibility that the relative weakness of
gamma-ray emission from GRB170817A may be partly due
to attenuation by the ejecta, we compared our neutrino con-
straints to neutrino emission expected for typical GRB pa-
rameters. For the prompt and extended emissions, we used
the results of Kimura et al. (2017) and compared these to
our constraints for the relevant ±500 s time window. For
extended emission we considered source parameters corre-
sponding to both optimistic and moderate scenarios in Ta-
ble 1 of Kimura et al. (2017). For emission on even longer
timescales, we compared our constraints for the 14-day time
window with the relevant results of Fang & Metzger (2017),
namely emission from approximately 0.3 to 3 days and from
3 to 30 days following the merger. Predictions based on fidu-
cial emission models and neutrino constraints are shown in
Fig. 2. We found that our limits would constrain the op-
timistic extended-emission scenario for a typical GRB at
⇠ 40Mpc, viewed at zero viewing angle.

4. CONCLUSION

We searched for high-energy neutrinos from the first bi-
nary neutron star merger detected through GWs, GW170817,
in the energy band of [⇠ 10

11 eV, ⇠ 10

20 eV] using the
ANTARES, IceCube, and Pierre Auger Observatories, as well
as for MeV neutrinos with IceCube. This marks an unprece-
dented joint effort of experiments sensitive to high-energy
neutrinos. We have observed no significant neutrino counter-
part within a ±500 s window, nor in the subsequent 14 days.

Figure 2. Upper limits (at 90% confidence level) on the neutrino
spectral fluence from GW170817 during a ±500 s window centered
on the GW trigger time (top panel), and a 14-day window follow-
ing the GW trigger (bottom panel). For each experiment, limits are
calculated separately for each energy decade, assuming a spectral
fluence F (E) = F

up

⇥ [E/GeV]�2 in that decade only. Also
shown are predictions by neutrino emission models. In the upper
plot, models from Kimura et al. (2017) for both extended emission
(EE) and prompt emission are scaled to a distance of 40 Mpc, and
shown for the case of on-axis viewing angle (✓

obs

. ✓j) and se-
lected off-axis angles to indicate the dependence on this parameter.
The shown off-axis angles are measured in excess of the jet opening
half angle ✓j . GW data and the redshift of the host-galaxy constrain
the viewing angle to ✓

obs

2 [0�, 36�] (see Section 3). In the lower
plot, models from Fang & Metzger (2017) are scaled to a distance
of 40 Mpc. All fluences are shown as the per flavor sum of neutrino
and anti-neutrino fluence, assuming equal fluence in all flavors, as
expected for standard neutrino oscillation parameters.

The three detectors complement each other in the energy
bands in which they are most sensitive (see Fig. 2).

This non-detection is consistent with our expectations from
a typical GRB observed off-axis, or with a low-luminosity
GRB. Optimistic scenarios for on-axis gamma-attenuated
emission are constrained by the present non-detection.

While the location of this source was nearly ideal for
Auger, it was well above the horizon for IceCube and
ANTARES for prompt observations. This limited the sensitiv-
ity of the latter two detectors, particularly below ⇠ 100TeV.

Time windows:  ±500 s,  14-days 
No neutrino candidate found  
Only optimistic model constraint by 
observations  
Consistent with model predictions 
of short GRB observed off-axis and 
low luminosity GRB 

Complementary searches  
An unprecedented joint effort of 
experiments sensitive to high-
energy neutrino

ANTARES, IceCube and the Pierre Auger Observatory, AJL, 2017
[Antares, IceCube, Pierre Auger,  Ligo Scientific and Virgo Collaborations, ApJL 850 (2017) L35] 
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  Intermediate-scale anisotropy (I)
•  Compare the arrival directions of UHECRs with the expected flux pattern 

from two catalogs of extragalactic γ-ray emitters 
•  γ-ray-detected Active Galactic Nuclei (γAGN) from the 2FHL catalog, 17 radio-loud objects 

within 250 Mpc (mainly BL-Lac-type blazars and FR-I-type radio galaxies), use Φ(> 50 GeV) as 
proxy for the UHECR flux 

•  Starburst Galaxies (SBG) from a Fermi-LAT search list, select the 23 brightest objects within 
250 Mpc, use Φ(> 1.4 GHz) as proxy for the UHECR flux 

•  Likelihood ratio analysis as test statistics for deviation from isotropy 
•  2 free parameters: search radius ψ, anisotropic fraction f 
•  Null hypothesis: isotropy; hypothesis under test: (1-f) × isotropy + f × flux map from catalog 

the source, the integral being set by its flux attenuated above
the chosen energy threshold, and the angular width—or search
radius101—being a free parameter common to all sources. No
shift of the centroid position is considered, avoiding depend-
ence on any particular model of the Galactic magnetic field in
this exploratory study. After mixing the anisotropic map with a
variable fraction of isotropy, as in Abreu et al. (2010), the
model map is multiplied by the directional exposure of the
array and its integral is normalized to the number of events.
The model map thus depends on two variables aimed at
maximizing the degree of correlation with UHECR events: the
fraction of all events due to the sources (anisotropic fraction)
and the rms angular separation between an event and its source
(search radius) in the anisotropic fraction.

We perform an unbinned maximum-likelihood analysis, where
the likelihood (L) is the product over the UHECR events of the
model density in the UHECR direction. The test statistic (TS) for
deviation from isotropy is the likelihood ratio test between two
nested hypotheses: the UHECR sky model and an isotropic
model (null hypothesis). The TS is maximized as a function of
two parameters: the search radius and the anisotropic fraction.
We repeat the analysis for a sequence of energy thresholds.

For a given energy threshold, we confirmed with simulations
that the TS for isotropy follows a 2c distribution with two degrees
of freedom, as expected (Wilks 1938), directly accounting for the
fit of two parameters of the model. As in Aab et al. (2015b), we
penalize the minimum p-value for a scan in threshold energy, by
steps of 1 EeV up to 80 EeV, estimating the penalty factor with
Monte-Carlo simulations. The p-values are converted into
significances assuming 1-sided Gaussian distributions.

4.2. Single Population against Isotropy

Previous anisotropy studies (e.g., Aab et al. 2015b) have
considered a scan in energy threshold starting at 40 EeV, where
the observed flux reaches half the value expected from lower-
energy extrapolations, but as shown in Figure 1, there is a
maximum in the significance close to this starting point.
Therefore we have evaluated the TS down to 20 EeV.

The TS is maximum for SBGs above 39 EeV (894 events),
with or without attenuation. For γAGNs, the TS is maximum
above 60 EeV (177 events) after accounting for attenuation.
As shown in Figure 1, left, attenuation mildly impacts SBGs
that are nearby: we obtain TS=24.9/25.5/25.7 for scenarios

A/B/C, respectively. The impact is more pronounced for
γAGNs, a larger attenuation reducing contributions from
distant blazars: we obtain a maximum TS of 15.2/9.4/11.9
for scenarios A/B/C. Shifting the energy scale within
systematic uncertainties ( 14%) affects the maximum TS
by±1 unit for γAGNs,±0.3 for SBGs.
Penalizing for the energy scan, the maximum TS obtained

for SBGs and γAGNs within scenario A corresponds to 4.0s
and 2.7s deviations from isotropy, respectively. As shown in
Figure 2 (left), the maximum deviation for γAGNs is found at
an angular scale of 7 2

4
-
+ and a 7 4% fraction of anisotropic

events. For SBGs, a stronger deviation from isotropy is
uncovered at an intermediate angular scale of 13 3

4
-
+ and an

anisotropic fraction of 10 4%. The systematic uncertainty
induced by the energy scale and attenuation scenario is at the
level of 0.3% for the anisotropic fraction and 0°.5 for the search
radius obtained with SBGs.
For Swift-BAT and 2MRS sources attenuated within scenario

A, we obtain maximum TSs of 18.2 (3.2s) above 39 EeV and
15.1 (2.7s) above 38 EeV, respectively (see Figure 1, right).
These correspond to values of the best-fit parameters of 12 4

6
-
+

and 7 %3
4

-
+ for Swift-BAT, 13 4

7
-
+ and 16 %7

8
-
+ for 2MRS.

The different degrees of anisotropy obtained from each
catalog can be understood from Figure 3 (top) showing a
UHECR hotspot in the direction of the CentaurusA/M83/
NGC4945 group. The γAGN model ( 60 EeV> ) and Swift-
BAT model ( 39 EeV> ) are dominated by CentaurusA, which
is 7 and13 away from NGC4945 and M83, respectively. The
starburst model additionally captures the UHECR excess close
to the Galactic South Pole, interpreted as contributions from
NGC1068 and NGC253, yielding an increase in the
anisotropy signal from 3s~ to 4s. Additional diffuse
contributions from clustered sources in the 2MRS catalog are
not favored by the data, resulting in the smaller deviation from
isotropy.

4.3. Composite Models against Single Populations

To compare the two distinct gamma-ray populations above
their respective preferred thresholds, we investigate a compo-
site model combining contributions from γAGNs and SBGs,
adopting a single search radius and leaving the fraction of
events from each population free. The TS in this case is the
difference between the maximum likelihood of the combined
model and that of the null hypothesis of a single population at

Figure 1. TS scan over the threshold energy for SBGs and AGNs (left) and Swift-BAT and 2MRS sources (right), including attenuation (lighter dashed lines) or not
(darker solid lines).

101 Inverse square root of Fisher’s concentration parameter.

6

The Astrophysical Journal Letters, 853:L29 (10pp), 2018 February 1 Aab et al.

Post-trial probability (SBG): 
3.6 × 10-5 (4.0σ) 

Post-trial probability (γAGN): 
3.1 × 10-3 (2.7σ) 
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  Intermediate-scale anisotropy (II)
•  Isotropy at intermediate angular scales disfavored at the 4σ level for the 

comparison with the SBG catalog 
•  Results indicative of an excess of events from strong, nearby sources  

Figure 3. Top to bottom: observed excess map; model excess map; residual map; model flux map, for the best-fit parameters obtained with SBGs above 39 EeV (left)
and γAGNs above 60 EeV (right). The excess maps (best-fit isotropic component subtracted) and residual maps (observed minus model) are smeared at the best-fit
angular scale. The color scale indicates the number of events per smearing beam (see inset). The model flux map corresponds to a uniform full-sky exposure. The
supergalactic plane is shown as a solid gray line. An orange dashed line delimits the field of view of the array.

(FITS files for this figures are available.)

8

The Astrophysical Journal Letters, 853:L29 (10pp), 2018 February 1 Aab et al.
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  Large-scale anisotropy (I)
•  Rayleigh analysis of the first harmonic in right ascension α

•  ~114,000 events with E > 4 EeV and θ < 80°, declination range -90° < δ < 45° (85 % sky 
coverage); 2 energy bins (4-8 EeV, > 8 EeV) 

•  Above 8 EeV: significant modulation at a level of 5.2σ (5.6σ before penalization) 

making it possible to use events with only five
active detectors around the one with the largest
signal. With this more relaxed condition, the ef-
fective exposure is increased by 18.5%, and the
total number of events increases correspond-
ingly from 95,917 to 113,888. The reconstruction
accuracy for the additional events is sufficient
for our analysis (see supplementary materials
and fig. S4).

Rayleigh analysis in right ascension

A standard approach for studying the large-scale
anisotropies in the arrival directions of cosmic
rays is to perform a harmonic analysis in right
ascension, a. The first-harmonic Fourier compo-
nents are given by

aa ¼ 2
N

XN

i¼1

wi cos ai

ba ¼ 2
N

XN

i¼1

wi sin ai ð1Þ

The sums run over all N detected events, each
with right ascension ai, with the normalization
factor N ¼

XN

i¼1
wi. The weights, wi , are intro-

duced to account for small nonuniformities in
the exposure of the array in right ascension and
for the effects of a tilt of the array toward the
southeast (see supplementarymaterials). Theaver-
age tilt between the vertical and the normal to
the plane onwhich the detectors are deployed is
0.2°, so that the effective area of the array is slight-
ly larger for showers arriving from the downhill
direction. This introduces aharmonic dependence
in azimuth of amplitude 0.3% × tan q to the ex-
posure. The effective aperture of the array is de-
termined everyminute. Because the exposure has
been accumulated over more than 12 years, the
total aperture is modulated by less than ~0.6%
as the zenith of the observatory moves in right
ascension. Events are weighted by the inverse

of the relative exposure to correct these effects
(fig. S2).
The amplitude ra and phase ϕa of the first

harmonic of the modulation are obtained from

ra ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2a þ b2a

q

tanϕa ¼ ba
aa

ð2Þ

Table 1 shows theharmonic amplitudes andphases
for both energy ranges. The statistical uncertain-
ties in the Fourier amplitudes are

ffiffiffiffiffiffiffiffiffiffi
2=N

p
; the un-

certainties in the amplitude andphase correspond
to the 68% confidence level of the marginalized
probability distribution functions. The rightmost
column shows the probabilities that amplitudes

larger than those observed could arise by chance
from fluctuations in an isotropic distribution.
These probabilities are calculated as PðraÞ ¼
expð–N r2a=4Þ (28). For the lower-energy bin (4
EeV < E < 8 EeV), the result is consistent with
isotropy, with a bound on the harmonic ampli-
tude of <1.2% at the 95% confidence level. For the
events with E ≥ 8 EeV, the amplitude of the first
harmonic is 4:7þ0:8

%0:7%, which has a probability of
arising by chance of 2.6 × 10−8, equivalent to a
two-sided Gaussian significance of 5.6s. The evo-
lution of the significance of this signal with time
is shown in fig. S3; the dipole became more sig-
nificant as the exposure increased. Allowing for a
penalization factor of 2 to account for the fact
that two energy bins were explored, the signifi-
cance is reduced to 5.4s. Further penalization for
the four additional lower-energy bins examined
in (23) has a similarly mild impact on the signif-
icance, which falls to 5.2s. The maximum of the
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Fig. 1. Normalized rate of events as a func-
tion of right ascension. Normalized rate for
32,187 events with E ≥ 8 EeV, as a function of
right ascension (integrated in declination). Error
bars are 1s uncertainties. The solid line shows
the first-harmonic modulation from Table 1,
which displays good agreement with the data
(c2/n = 10.5/10); the dashed line shows a
constant function.
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Fig. 2. Map showing the fluxes of particles in equatorial coordinates. Sky map in equatorial
coordinates, using a Hammer projection, showing the cosmic-ray flux above 8 EeV smoothed with a
45° top-hat function. The galactic center is marked with an asterisk; the galactic plane is shown
by a dashed line.
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Fig. 3. Map showing the fluxes of particles in galactic coordinates. Sky map in galactic
coordinates showing the cosmic-ray flux for E ≥ 8 EeV smoothed with a 45° top-hat function. The
galactic center is at the origin. The cross indicates the measured dipole direction; the contours
denote the 68% and 95% confidence level regions. The dipole in the 2MRS galaxy distribution is
indicated. Arrows show the deflections expected for a particular model of the galactic magnetic
field (8) on particles with E/Z = 5 or 2 EeV.
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making it possible to use events with only five
active detectors around the one with the largest
signal. With this more relaxed condition, the ef-
fective exposure is increased by 18.5%, and the
total number of events increases correspond-
ingly from 95,917 to 113,888. The reconstruction
accuracy for the additional events is sufficient
for our analysis (see supplementary materials
and fig. S4).

Rayleigh analysis in right ascension

A standard approach for studying the large-scale
anisotropies in the arrival directions of cosmic
rays is to perform a harmonic analysis in right
ascension, a. The first-harmonic Fourier compo-
nents are given by

aa ¼ 2
N

XN

i¼1

wi cos ai

ba ¼ 2
N

XN

i¼1

wi sin ai ð1Þ

The sums run over all N detected events, each
with right ascension ai, with the normalization
factor N ¼

XN

i¼1
wi. The weights, wi , are intro-

duced to account for small nonuniformities in
the exposure of the array in right ascension and
for the effects of a tilt of the array toward the
southeast (see supplementarymaterials). Theaver-
age tilt between the vertical and the normal to
the plane onwhich the detectors are deployed is
0.2°, so that the effective area of the array is slight-
ly larger for showers arriving from the downhill
direction. This introduces aharmonic dependence
in azimuth of amplitude 0.3% × tan q to the ex-
posure. The effective aperture of the array is de-
termined everyminute. Because the exposure has
been accumulated over more than 12 years, the
total aperture is modulated by less than ~0.6%
as the zenith of the observatory moves in right
ascension. Events are weighted by the inverse

of the relative exposure to correct these effects
(fig. S2).
The amplitude ra and phase ϕa of the first

harmonic of the modulation are obtained from

ra ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2a þ b2a

q

tanϕa ¼ ba
aa

ð2Þ

Table 1 shows theharmonic amplitudes andphases
for both energy ranges. The statistical uncertain-
ties in the Fourier amplitudes are

ffiffiffiffiffiffiffiffiffiffi
2=N

p
; the un-

certainties in the amplitude andphase correspond
to the 68% confidence level of the marginalized
probability distribution functions. The rightmost
column shows the probabilities that amplitudes

larger than those observed could arise by chance
from fluctuations in an isotropic distribution.
These probabilities are calculated as PðraÞ ¼
expð–N r2a=4Þ (28). For the lower-energy bin (4
EeV < E < 8 EeV), the result is consistent with
isotropy, with a bound on the harmonic ampli-
tude of <1.2% at the 95% confidence level. For the
events with E ≥ 8 EeV, the amplitude of the first
harmonic is 4:7þ0:8

%0:7%, which has a probability of
arising by chance of 2.6 × 10−8, equivalent to a
two-sided Gaussian significance of 5.6s. The evo-
lution of the significance of this signal with time
is shown in fig. S3; the dipole became more sig-
nificant as the exposure increased. Allowing for a
penalization factor of 2 to account for the fact
that two energy bins were explored, the signifi-
cance is reduced to 5.4s. Further penalization for
the four additional lower-energy bins examined
in (23) has a similarly mild impact on the signif-
icance, which falls to 5.2s. The maximum of the

The Pierre Auger Collaboration, Science 357, 1266–1270 (2017) 22 September 2017 2 of 5

 0.9
 0.92
 0.94
 0.96
 0.98

 1
 1.02
 1.04
 1.06
 1.08

 1.1

 0 60 120 180 240 300 360

N
or

m
al

iz
ed

 ra
te

s

Right Ascension [deg]

data E>8 EeV
first harmonic

Fig. 1. Normalized rate of events as a func-
tion of right ascension. Normalized rate for
32,187 events with E ≥ 8 EeV, as a function of
right ascension (integrated in declination). Error
bars are 1s uncertainties. The solid line shows
the first-harmonic modulation from Table 1,
which displays good agreement with the data
(c2/n = 10.5/10); the dashed line shows a
constant function.
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Fig. 2. Map showing the fluxes of particles in equatorial coordinates. Sky map in equatorial
coordinates, using a Hammer projection, showing the cosmic-ray flux above 8 EeV smoothed with a
45° top-hat function. The galactic center is marked with an asterisk; the galactic plane is shown
by a dashed line.

0.38

0.42

0.46

km
-2 sr

-1 yr
-1

-90

90

180 -180

2MRS

5 EeV

2 EeV

Fig. 3. Map showing the fluxes of particles in galactic coordinates. Sky map in galactic
coordinates showing the cosmic-ray flux for E ≥ 8 EeV smoothed with a 45° top-hat function. The
galactic center is at the origin. The cross indicates the measured dipole direction; the contours
denote the 68% and 95% confidence level regions. The dipole in the 2MRS galaxy distribution is
indicated. Arrows show the deflections expected for a particular model of the galactic magnetic
field (8) on particles with E/Z = 5 or 2 EeV.
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modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting
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Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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Equatorial coordinates 

[The Pierre Auger Collaboration, Science 357 (2017) 1266] 
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  Large-scale anisotropy (II)
•  Reconstruction of the dipole structure: 

 
•  Dipole structure is expected if cosmic rays diffuse to the Galaxy from sources 

distributed similar to nearby galaxies (take e.g. the 2MRS catalog) 
•  Deflection of the dipole pattern due to the Galactic magnetic field 

•  Strong indication for an extragalactic origin of UHECR above 8 EeV 
[The Pierre Auger Collaboration, Science 357 (2017) 1266] 

making it possible to use events with only five
active detectors around the one with the largest
signal. With this more relaxed condition, the ef-
fective exposure is increased by 18.5%, and the
total number of events increases correspond-
ingly from 95,917 to 113,888. The reconstruction
accuracy for the additional events is sufficient
for our analysis (see supplementary materials
and fig. S4).

Rayleigh analysis in right ascension

A standard approach for studying the large-scale
anisotropies in the arrival directions of cosmic
rays is to perform a harmonic analysis in right
ascension, a. The first-harmonic Fourier compo-
nents are given by

aa ¼ 2
N

XN

i¼1

wi cos ai

ba ¼ 2
N

XN

i¼1

wi sin ai ð1Þ

The sums run over all N detected events, each
with right ascension ai, with the normalization
factor N ¼

XN

i¼1
wi. The weights, wi , are intro-

duced to account for small nonuniformities in
the exposure of the array in right ascension and
for the effects of a tilt of the array toward the
southeast (see supplementarymaterials). Theaver-
age tilt between the vertical and the normal to
the plane onwhich the detectors are deployed is
0.2°, so that the effective area of the array is slight-
ly larger for showers arriving from the downhill
direction. This introduces aharmonic dependence
in azimuth of amplitude 0.3% × tan q to the ex-
posure. The effective aperture of the array is de-
termined everyminute. Because the exposure has
been accumulated over more than 12 years, the
total aperture is modulated by less than ~0.6%
as the zenith of the observatory moves in right
ascension. Events are weighted by the inverse

of the relative exposure to correct these effects
(fig. S2).
The amplitude ra and phase ϕa of the first

harmonic of the modulation are obtained from

ra ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2a þ b2a

q

tanϕa ¼ ba
aa

ð2Þ

Table 1 shows theharmonic amplitudes andphases
for both energy ranges. The statistical uncertain-
ties in the Fourier amplitudes are

ffiffiffiffiffiffiffiffiffiffi
2=N

p
; the un-

certainties in the amplitude andphase correspond
to the 68% confidence level of the marginalized
probability distribution functions. The rightmost
column shows the probabilities that amplitudes

larger than those observed could arise by chance
from fluctuations in an isotropic distribution.
These probabilities are calculated as PðraÞ ¼
expð–N r2a=4Þ (28). For the lower-energy bin (4
EeV < E < 8 EeV), the result is consistent with
isotropy, with a bound on the harmonic ampli-
tude of <1.2% at the 95% confidence level. For the
events with E ≥ 8 EeV, the amplitude of the first
harmonic is 4:7þ0:8

%0:7%, which has a probability of
arising by chance of 2.6 × 10−8, equivalent to a
two-sided Gaussian significance of 5.6s. The evo-
lution of the significance of this signal with time
is shown in fig. S3; the dipole became more sig-
nificant as the exposure increased. Allowing for a
penalization factor of 2 to account for the fact
that two energy bins were explored, the signifi-
cance is reduced to 5.4s. Further penalization for
the four additional lower-energy bins examined
in (23) has a similarly mild impact on the signif-
icance, which falls to 5.2s. The maximum of the
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Fig. 1. Normalized rate of events as a func-
tion of right ascension. Normalized rate for
32,187 events with E ≥ 8 EeV, as a function of
right ascension (integrated in declination). Error
bars are 1s uncertainties. The solid line shows
the first-harmonic modulation from Table 1,
which displays good agreement with the data
(c2/n = 10.5/10); the dashed line shows a
constant function.
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Fig. 2. Map showing the fluxes of particles in equatorial coordinates. Sky map in equatorial
coordinates, using a Hammer projection, showing the cosmic-ray flux above 8 EeV smoothed with a
45° top-hat function. The galactic center is marked with an asterisk; the galactic plane is shown
by a dashed line.
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Fig. 3. Map showing the fluxes of particles in galactic coordinates. Sky map in galactic
coordinates showing the cosmic-ray flux for E ≥ 8 EeV smoothed with a 45° top-hat function. The
galactic center is at the origin. The cross indicates the measured dipole direction; the contours
denote the 68% and 95% confidence level regions. The dipole in the 2MRS galaxy distribution is
indicated. Arrows show the deflections expected for a particular model of the galactic magnetic
field (8) on particles with E/Z = 5 or 2 EeV.
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modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting
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Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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Galactic coordinates 

modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting
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Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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  Outline
•  Introduction 

•  Ultra-high-energy cosmic rays 
•  Pierre Auger Observatory 

•  Current results 
•  Energy spectrum 
•  Composition 
•  Anisotropy 

•  Perspectives 
•  AugerPrime 
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  Motivation for AugerPrime
•  Complex and unexpected picture of UHECR is emerging from the data 

•  Suppression of the flux of cosmic rays at the highest energies firmly established, 
…but the origin of the suppression not yet clear (propagation effect? maximum energy at 
the source? both?) 

•  �Xmax� data indicate a light (and mixed) composition around the ankle and a heavier 
composition towards the highest energies, 
…but the detailed interpretation of the data is currently limited by uncertainties in the 
hadronic interaction models 

•  We start seeing anisotropies in the arrival directions (observation of a large-scale dipole 
structure, indications for anisotropy at intermediate scales) 
...but is there a rigidity-dependence? 

•  Open questions cannot be answered with only more statistics 
•  An upgraded detector is needed, in particular an improved measurement of the muonic 

shower component to increase the composition sensitivity, with a duty cycle of ~100 % 
        AugerPrime !
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  AugerPrime (I)
•  Main part of the upgrade: equip every water Cherenkov detector (WCD) with 

an additional scintillation counter (Scintillation Surface Detector, SSD) 
•  Exploit the different response of the two detectors to the electromagnetic and muonic 

shower components to disentangle the components 

 

•  Moreover: 
•  Extension of the FD duty cycle 
•  Dedicated (buried) muon counters in the 750 m array for cross-checks (AMIGA) 

[The Pierre Auger Collaboration, arXiv:1604.03637] 

Auger Upgrade: composition sensitivity at E > 6x1019 eV
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100% duty cycle

Scintillation detector (SSD)

water-Cherenkov detector (WCD)

Sµ,WCD = aSWCD + bSSSD

Sem,WCD = cSWCD + d SSSD

(AugerPrime design report 1604.03637)

The Pierre Auger Observatory Upgrade

“AugerPrime”

Preliminary Design Report

The Pierre Auger Collaboration
April, 2015

OBSERVATORY

Observatorio Pierre Auger,
Av. San Martı́n Norte 304,
5613 Malargüe, Argentina

SSD (3,8 m2) 

WCD 

Improved (faster) electronics 
Additional (small) PMT for increased dynamic range 
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  AugerPrime (II)
•  September 2016: deployment of an SSD Engineering Array (12 stations) 

•  Since then data taking and first data analysis 

•  2018: Design finalized and tested, large-scale production of SSDs started 
•  Deployment of the SSDs in the full SD array in 2018-2019 

•  Data taking until 2025 (exposure ~40.000 km2 sr yr) 

[The Pierre Auger Collaboration, arXiv:1604.03637] 

Status and plans for AugerPrime

45

2016-09-15: first station in field

Deployment fast: ~ 5 -10 stations per day

Engineering Array: 12 stations
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2016: engineering array 
2018-19: deployment 
2019-25: data taking (40,000 km2 sr yr) 

Composition measurement at 1020 eV 
Composition selected anisotropy studies 
Particle physics with air showers

The Engineering Array

Event reconstructed with standard stations. The 
signals of the updated stations is shown (red). The 
SSD signal is shown just for reference (blue) 
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  Summary
•  The Pierre Auger Observatory has been successfully taking data since almost 

15 years 

•  Key results 
•  Precise measurement of the energy spectrum above ~1017 eV: flux suppression above 40 EeV 

firmly established 
•  Composition: measurements of �Xmax� over 3 orders of magnitude in energy; evidence for a 

mixed composition around the ankle 
•  Anisotropy: observation of a dipole structure above 8 EeV, indications of an intermediate-

scale anisotropy 
•  ….and a lot more! 

•  Results led to new (and unexpected) questions about UHECR 
•  To answer them, an extensive upgrade program (AugerPrime) has been started 
•  Exciting times ahead! 

Marcus Niechciol | 14th Rencontres du Vietnam - Windows on the Universe 2018 (Quy Nhon) 



 

 
 

Backup 
 
 



07.08.2018 
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  AMIGA

2016 JINST 11 P02012

1 Introduction

The Pierre Auger Observatory [1], located in the province of Mendoza, Argentina, is a hybrid
detector covering 3,000 km2 with 1660 surface stations (the surface detector, SD) and 27 fluores-
cence telescopes. The SD stations are arranged in a triangular grid of mostly 1.5 km spacing, while
the telescopes are split amongst four sites at the edge of the surface array. Currently, the Auger
Observatory is being upgraded, and AMIGA [2] is one of the enhancement projects.

Two of the main objectives of AMIGA are to measure the composition-sensitive observables of
extensive air showers and to study features of the hadronic interactions. The optimum set of detector
measurements for an event includes energy, atmospheric depth at shower maximum Xmax,EM, and
the number of muons at an optimal lateral distance from the shower axis Nopt

µ . Additionally, the
muon production depth Xmax,µ (the reconstruction of which is under development) is an observable
of considerable interest. Reconstruction of these parameters requires quality measurements of the
muonic and the electromagnetic components of showers. Once these parameters are measured, the
best available multi-parametric fit may be applied. AMIGA is designed to measure muon arrival
times and Nopt

µ . The former might enable the reconstruction of the muon longitudinal profile. The
latter is obtained by sampling the muon lateral distributions. These two observables reduce energy
reconstruction systematics, particularly when the fluorescence detector is not operating. Note that
AMIGA can measure the muon longitudinal profile with a nearly 100% duty cycle.

AMIGA consists of an infilled area of 61 detector pairs (figure 1) each one composed of a
surface water-Cherenkov detector and a buried 30 m2 Muon Counter (MC). The AMIGA MCs are
deployed on a 750 m triangular grid to directly measure the muon content of showers with primary
energies greater than 3 ⇥ 1017 eV. A spacing of 750 m and an area of 23.5 km2 were chosen due to
the small particle footprint and high flux of low-energy showers.

A Unitary Cell (UC) of seven SD stations on a hexagonal grid has already been equiped
with MCs in the same area as the Auger Engineering Radio Array (another enhancement of the

Figure 1. Left: map of the AMIGA array with brown background (from [4]) with the Unitary Cell engineering
array position (in gray). Right: layout of the Unitary Cell showing the locations of MCs and corresponding
water-Cherenkov stations. Figure is not to scale. Green and yellow boxes represent MC modules buried at
approximately 2.25 m and 1.3 m, respectively.

– 2 –

2016 JINST 11 P02012

Auger Observatory) allowing for combined analyses [3]. The UC has aided in the debugging of
engineering issues and the understanding of the counting uncertainties, in order to attain a stable
detector and final design for the production of AMIGA. Additionally, one of the most important
tasks of the given prototype of muon detectors is to minimize muon-number counting uncertainties
stemming from mechanical design.

The MCs have a modular design in which the 30 m2 detection area is divided in two modules
with 5 m2 and two with 10 m2 detection area. Each of the detector modules has its own acquisition
system triggered by the SD station (figure 2). Currently, two of the UC position have twin muon
detectors, which consist of two 30 m2 MCs separated by approximately 10 m. The purpose of these
detectors is to study counting fluctuations.

2 Requirements for the AMIGA muon detectors

Among the many requirements for the MCs, only those a�ecting the mechanical design of the
detectors are mentioned here:

• Number of detectors: AMIGA is designed to have at least 61 MCs. Therefore, MCs must be
easy and fast to manufacture in order to complete the project in a reasonable time period.

• Muon sensitivity: the MCs must be sensitive only to the muon content of the particle showers
produced by incident cosmic rays. Simulations show that a vertical shielding of 540 g
cm�2 clearly su�ces to reduce the electromagnetic punch-through to a negligible level at
core distances of interest. This shielding is equivalent to burying the detectors ⇠ 2.25 m
underground (considering an average local soil density of 2.38 ± 0.05 g cm�2 [5]).

• Detection area and segmentation: based on simulations, the detection area was chosen to
be 30 m2 divided in 192 segments (see [6] for details about detection area and segmentation

Figure 2. Schematics of a Muon Counter (MC) and Surface Detector (SD) of the AMIGA Unitary Cell
together with the AMIGA electronics.

– 3 –

[The Pierre Auger Collaboration, JINST 11 (2016) P02012] 
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Atmospheric monitoring

Radomír Šmída  – The Pierre Auger Observatory 8

Atmospheric Monitoring Devices

Scattering and attenuation of UV photons between an air shower and a telescope

Rapid atmospheric monitoring system

Online reconstruction within a few minutes

Precise knowledge about the immediate status of the atmosphere
            for the most interesting events

Many instruments on site

The Upgraded CLF Carlos Medina-Hernandez

Both laser facilities are controlled by Single Board Computers (SBC) that can be operated and
programmed remotely. These facilities are powered by solar panels that charge a battery bank.
Local data produced during a run are transferred daily to a remote server.

2.1 The upgraded CLF

After nearly a decade of service, the CLF [5] was substantially upgraded during the first half
of 2013 (Figure 2):

• A back-scatter Raman LIDAR receiver was installed.

• The original flash lamp pumped laser was replaced by a solid state laser.

• A newer GPS clock system improves the timing resolution from 100 to 20 ns.

• The original 20 ft shipping container was replaced by a newer 40 ft unit with tighter doors
and better insulation. A 2000 liter thermal reservoir coupled to the optical table was added
to reduce thermal variations.

• The better sealed container features a separate room for the laser system to reduce the dust
accumulation. This is important because dust accumulation on optical components increases
the systematic uncertainty of laser energy delivered into the sky.

• A robotic system for automatic energy and polarization calibrations was added.

Figure 2: (Left) Replacing the old CLF container. (Right) The CLF after the upgrade was completed.

2.2 The energy and polarization calibration system

The relative energy of every laser shot is measured by a monitoring energy probe that collects
a small percentage of the total laser shot energy (Emonitoring). A second probe is temporarily po-
sitioned over the beam, for absolute energy calibrations (Ecalibration). A Calibration Factor (CF) is
calculated by averaging the ratio of the calibration and monitoring probes for 13 shots:

CF =
1

13
·

13

Â
i=1

✓
Ecalibration

Emonitoring

◆
. (2.1)

129

CLF

Lidar
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  Atmospheric monitoring

[C. Peters] 
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The Pierre Auger energy spectrum Francesco Fenu

SD 1500 < 60� SD 1500 > 60� SD 750 Hybrid
Data taking period Jan. 2004 – Dec. 2016 Jan. 2004 – Dec. 2016 Aug. 2008 – Dec. 2016 Jan. 2007 – Dec 2015

Exposure [km2 sr yr] 51,588 15,121 228 1946 @1019 eV
Number of events 183,332 19,602 87,402 11,680

Zenith angle range [deg.] 0–60 60–80 0–55 0–60
Energy threshold [eV] 3⇥1018 4⇥1018 3⇥1017 1018

Calibration parameters
Number of events 2661 312 1276

A [eV] (1.78±0.03)⇥1017 (5.45±0.08)⇥1018 (1.4±0.04)⇥1016

B 1.042 ± 0.005 1.030 ± 0.018 1.000 ± 0.008
Energy resolution [%] 15 17 13

Table 1: The parameters of the data samples presented here together with the calibration parameters.

Figure 5: The combined spectrum and the fitting function with the fitting parameters.

To obtain the spectral parameters, the combined spectrum is fitted with the function:

Junf(E) =

8
<

:
J0(

E
Eankle

)�g1 E < Eankle

J0(
E

Eankle
)�g2

h
1+(Eankle

Es
)Dg

ih
1+( E

Es
)Dg

i�1
E > Eankle

(4.1)

The spectrum, the fit and the optimized parameters are plotted in Fig.5. An ankle is found at
Eankle =(5.08±0.06(stat.)±0.8(syst.))⇥1018 eV, while the suppression is at Es =(3.9±0.2(stat.)±
0.8(syst.))⇥1019 eV. The energy E1/2 at which the integral spectrum drops by a factor of two below
what would be the expected with no steepening is E1/2 = (2.26± 0.08(stat.)± 0.4(syst.))⇥ 1019

eV. The spectral indexes are: g1 = 3.293± 0.002(stat.)± 0.05(syst.), g2 = 2.53± 0.02(stat.)±
0.1(syst.) while Dg = 2.5±0.1(stat.)±0.4(syst.).

5. Summary

We have presented an update of the energy spectrum above 3⇥1017 eV as obtained using the
Pierre Auger Observatory. An improved FD reconstruction caused an increase in the FD energy of
less than 4%, while the systematic uncertainties previously estimated by the Auger Collaboration

7
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The SD-1500 energy calibration 

High quality hybrid events
 (Jan. 2004 – Dec 2015)

●2661 events

 New calibration parameters 
Data up to Dec 2015

Including updates on S(1000) and E
FD

Updates

Ŝ=S38 , S35 , N19

EFD=A Ŝ
B

Resolution:
SD–1500 ~ 15%       SD-1500 inclined ~ 17%
SD-750 ~ 13%          FD ~ 7%
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The SD-1500 energy calibration 

High quality hybrid events
 (Jan. 2004 – Dec 2015)

●2661 events

 New calibration parameters 
Data up to Dec 2015

Including updates on S(1000) and E
FD

Updates

Ŝ=S38 , S35 , N19

EFD=A Ŝ
B

Resolution:
SD–1500 ~ 15%       SD-1500 inclined ~ 17%
SD-750 ~ 13%          FD ~ 7%

[F. Fenu for the Pierre Auger Collaboration, PoS(ICRC2017)486] 
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  Energy scale uncertainties

The Energy Scale of the Pierre Auger Observatory
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013

December 2012. The number of showers above 3⇥ 1018

eV is 1475. The fit takes into account the resolutions of
both E

FD

and S38 (see table 2). The resolution of E

FD

is
determined using all uncorrelated uncertainties described
above. The fit yields: A = (0.190±0.005)⇥1018 eV and
B = 1.025± 0.007 and with a correlation coefficient of -
0.98. The root-mean-square deviation of the distribution of
AS

B

38/E

FD

is about 18.5%. It is dominated by low-energy
showers and is compatible with the expected resolution
obtained from the quadratic sum of all the uncertainties
listed in table 2 (18% at 3⇥1018 eV).

Uncertainties entering into the SD calibration fit
Aerosol optical depth 3%÷6%
Horizontal uniformity 1%
Atmosphere variability 1%

Nightly relative calibration 3%
Statistical error of the profile fit 5%÷3%
Uncertainty in shower geometry 1.5%

Invis. energy (shower-to-shower fluc.) 1.5%
Sub total FD energy resolution 7%÷8%

Statistical error of the S(1000) fit [3] 12%÷3%
Uncert. in lateral distrib. function [3] 5%

shower-to-shower fluctuations [3] 10%
Sub total SD energy resolution 17%÷12%

Table 2: Uncertainties uncorrelated between different show-
ers and affecting the SD energy estimator.

The large number of hybrid showers detected over 9 years
has allowed several consistency checks [24]. The SD energy
estimator (E

SD

= AS

B

38 for a given value of S38) has been
studied by making calibration fits to data collected during
different time periods and/or under different conditions. We

Systematic uncertainties on the energy scale
Absolute fluorescence yield 3.4%

Fluor. spectrum and quenching param. 1.1%
Sub total (Fluorescence yield - sec. 2) 3.6%

Aerosol optical depth 3%÷6%
Aerosol phase function 1%

Wavelength depend. of aerosol scatt. 0.5%
Atmospheric density profile 1%

Sub total (Atmosphere - sec. 3) 3.4%÷6.2%
Absolute FD calibration 9%

Nightly relative calibration 2%
Optical efficiency 3.5%

Sub total (FD calibration - sec. 4) 9.9%
Folding with point spread function 5%

Multiple scattering model 1%
Simulation bias 2%

Constraints in the Gaisser-Hillas fit 3.5% ÷ 1%
Sub total (FD profile rec. - sec. 5) 6.5% ÷5.6%

Invisible energy (sec. 6) 3%÷1.5%
Stat. error of the SD calib. fit (sec. 7) 0.7%÷1.8%
Stability of the energy scale (sec. 7) 5%

Total 14%

Table 3: Systematic uncertainties on the energy scale.

have found that E

SD

is stable within 5%, significantly above
the statistical uncertainties. Even though these variations of
E

SD

are consistent with the quoted systematic uncertainties,
we use them conservatively to introduce another uncertainty
of 5%.

The FD uncertainties correlated between different show-
ers should be propagated to the SD energy scale by shift-
ing all FD energies coherently by their uncertainties. This
means that the correlated uncertainties propagate entirely to
the SD energies. Table 3 lists all uncertainties on the Auger
energy scale. Most of them have a mild dependence on en-
ergy. When this dependence is non-negligible, we report
the variation of the uncertainty in the energy range between
3⇥1018 eV and 1020 eV. The total uncertainty is about 14%
and approximately independent of energy. We stress that
we have made a significant improvement by comparison
with the total 22% uncertainty reported previously [3].

References
[1] The Pierre Auger Collaboration, Nucl. Instrum. Meth.

A 523 (2004) 50.
[2] The Pierre Auger Collaboration, Nucl. Instrum. Meth.

A 620 (2010) 227.
[3] R. Pesce, for the Pierre Auger Collaboration, Proc.

32nd ICRC, Beijing, China, 2 (2011) 214,
arXiv:1107.4809.

[4] M. Ave et al., Nucl. Instrum. Meth. A 597 (2008) 50.
[5] M. Ave et al., Astropart. Phys. 28 (2007) 41.
[6] M. Nagano et al., Astropart. Phys. 22 (2004) 235.
[7] M. Ave et al., Astropart. Phys. 42 (2013) 90.
[8] J. Rosado and F. Arqueros, paper 377, these

proceedings.
[9] The Pierre Auger collaboration, Astropart. Phys. 33

(2010) 108.
[10] L. Valore, for the Pierre Auger Collaboration, paper

920, these proceedings.
[11] The Pierre Auger collaboration, JINST 8 (2013)

4009.
[12] The Pierre Auger collaboration, Astropart. Phys. 35

(2012) 591.
[13] J. T. Brack et al., JINST 8 (2013) 5014.
[14] J. Baeuml, for the Pierre Auger Collaboration, paper

806, these proceedings.
[15] M. Unger et al., Nucl. Instrum. Meth. A 588 (2008)

433.
[16] T. K. Gaisser, A. M. Hillas, Proc. 15th ICRC 8 (1977)

353.
[17] D. Gora et al., Astropart. Phys. 22 (2004) 29.
[18] M. Giller and G. Wieczorek, Astropart. Phys. 31

(2009) 212.
[19] M. D. Roberts, J. Phys. G Nucl. Partic. 31 (2005)

1291.
[20] M. Tueros, for the Pierre Auger Collaboration, paper

705, these proceedings.
[21] H. M. J. Barbosa et al., Astropart. Phys. 22 (2004)

159.
[22] I. Valino, for the Pierre Auger Collaboration, paper

635, these proceedings.
[23] D. Ravignani, for the Pierre Auger Collaboration,

paper 693, these proceedings.
[24] C. Bonifazi, for the Pierre Auger Collaboration, paper

1079, these proceedings.
[V. Verzi for the Pierre Auger Collaboration, ICRC 2013] 

Marcus Niechciol | 14th Rencontres du Vietnam - Windows on the Universe 2018 (Quy Nhon) 



07.08.2018 

  Declination dependence

[F. Fenu for the Pierre Auger Collaboration, PoS(ICRC2017)486] 
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The Pierre Auger energy spectrum Francesco Fenu

Figure 3: Left panel: The spectrum in declination bands (blue and red points), compared to the overall one
(in gray). Right panel: the residual of the spectra in the various declination bands with respect to the overall
spectrum.

4. Other measurements of the energy spectrum

Figure 4: The energy spectra obtained with SD 1500 ver-
tical, inclined, hybrid and SD 750 events are shown here.
The systematic uncertainty on the energy scale, common
to all of them, is 14%

Different data samples (see Tab.1 for
their parameters) can be used from the
Pierre Auger Observatory to derive the
energy spectrum. Similar approaches are
used to obtain each of the spectra but there
are minor differences. The SD 750 en-
ergy estimator is the signal measured at
450 m from the core, S(450), corrected to
a reference zenith angle of 35�, S35. The
SD 1500 events with zenith angles above
60� are reconstructed with an estimation
of the relative muon content N19 with re-
spect to a simulated proton shower with
energy 1019 eV [10]. Finally, the hybrid
sample is built from events detected by
the FD simultaneously with at least one
detector of the SD 1500. The hybrid ex-
posure is calculated using a detailed Monte Carlo simulation [21].

The SD 1500 spectra obtained with events below and above 60�, the SD 750 and the hybrid
spectra are shown together in Fig.4.

All the spectra agree within the systematic uncertainties, which are dominated by the energy
scale one (14%). The systematic uncertainties on the flux are between 5 and 10% and are respon-
sible for the difference in normalization between the spectra visible in Fig.4.

A combined spectrum is obtained by means a maximum likelihood fit. The likelihood function
is defined in such a way as to fit all the four data sets globally. The flux normalizations are used as
additional constraints to obtain the flux scaling factors that match them: (-0.8±0.2)% for the SD
1500 vertical, (-1± 4)% for the SD 750, (5.4± 0.7)% for the SD 1500 horizontal and (-6 ± 2)%
for the hybrid.

6
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  Xmax resolution and systematics

Xmax above 1017.2 eV, Measurements and Composition Implications Jose Bellido

2.2 FoV selection criteria

A shower is reconstructed accurately only if its Xmax is within the detector FoV. Shallow or
deep events are more likely to have their Xmax values outside the FoV and be excluded from the
analysis. In general, at lower energies where the showers are closer to the telescopes, the limited
FoV biases the sample towards lighter composition (i.e. towards deeper Xmax values).

For data satisfying the selection criteria explained in Section 2.1, a fiducial FoV is derived.
This fiducial range is characterized by the lower Xlow and upper Xup boundaries. These parameters
define the slant depth range where Xmax of each event would be reconstructed with a resolution bet-
ter than 40 g cm�2. To have higher quality events, the Xmax value must fall inside these boundaries.
Furthermore, if the values of Xlow and Xup are not within certain limits (i.e. Xlow and Xup should
enclose the bulk of the Xmax distribution), the event is also excluded. The processes to calculate the
Xlow and Xup parameters, and the limits on them, are explained in detail in [2].

2.3 Estimating the X

max

moments

After the application of all selection criteria, the moments of the Xmax distribution are estimated
as described in [2]. Small energy and Xmax reconstruction biases are estimated through simulations
and corrected for. The observed width of the distribution is corrected by subtracting the detector
resolution (Fig. 2, left) in quadrature to obtain s(Xmax). The Xmax resolution worsens at lower
energies because the average length of the observed profiles (in g/cm2) decreases at lower energies.
The step between the HeCo and the Standard-FD resolution is because the Xmax reconstruction of
events involving HEAT and Coihueco telescopes is very sensitive to small differences in the energy
calibration of the HEAT and Coihueco telescopes. Inter-telescope calibration fluctuations with
time have widened the sampled Xmax distributions. We correct for this detector effect by increasing
the detector resolution for HeCo. The hXmaxi fluctuations as a function of time are evaluated to
determine how much the resolution should be increased.

17.0 17.5 18.0 18.5 19.0 19.5 20.0
lg(E/eV)

5

10

15

20

25

30

35

40

45

X
m

ax
re

so
lu

tio
n

[g
/c

m
2 ]

HeCo Standard-FD

17.0 17.5 18.0 18.5 19.0 19.5 20.0
lg(E/eV)

�15

�10

�5

0

5

10

15

X
m

ax
sy

st
em

at
ic

s
[g

/c
m

2 ]

HeCo Standard-FD

Figure 2: Left: Xmax resolution as a function of energy for the HeCo and the Standard-FD datasets. Right:
Systematic uncertainties in the Xmax scale as a function of energy.

The systematic uncertainty in the Xmax scale is displayed in Fig. 2 (right). At low energies it
is dominated by uncertainties in the analysis procedure, while at high energies atmospheric uncer-
tainties also contribute.

3

[J. Bellido for the Pierre Auger Collaboration, PoS(ICRC2017)506] 
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  Combined fit
•  Simultaneous fit of a simplified scenario to the spectrum and Xmax data 

•  One-dimensional propagation, homogeneous distribution of identical sources of protons, 
Helium, Nitrogen, Silicon and Iron 

•  Injection spectrum at the source: power law with cut-off in rigidity 
•  Model dependence: propagation code, cross-sections, EBL models… 
•  Reference model: SimProp, PSB cross-sections, Gilmore 2012 EBL, EPOS LHC 
•  Scan in the spectral index γ and the cut-off rigidity Rcut for the reference model 

May	23,	2018 S.	Petrera	- 20th	ISVHECRI,	Nagoya 17

Best	fit	results	for	reference	model
SPG	(SimProp,	PSB	x-sect,	Gilmore	‘12	EBL)	+	EPOS-LHC

JCAP	04	(2017)	038

A=1
2	≤	A	≤	4

5 ≤	A	≤	22

23	≤	A	≤	38 JCAP04(2017)038

reference model main minimum 2nd minimum

(SPG — EPOS-LHC) best fit average best fit average

L0 [1044 erg Mpc−3 yr−1] 4.99 9.46∗

γ 0.96+0.08
−0.13 0.93±0.12 2.04±0.01 2.05+0.02

−0.04

log10(Rcut/V) 18.68+0.02
−0.04 18.66±0.04 19.88±0.02 19.86±0.06

fH(%) 0.0 12.5+19.4
−12.5 0.0 3.3+5.2

−3.3

fHe(%) 67.3 58.6+12.6
−13.5 0.0 3.6+6.1

−3.6

fN(%) 28.1 24.6+8.9
−9.1 79.8 72.1+9.3

−10.6

fSi(%) 4.6 4.2+1.3
−1.3 20.2 20.9+4.0

−3.9

fFe(%) 0.0 0.0

D/n 174.4/119 235.7/119

D (J), D (Xmax) 13.3, 161.1 19.5, 216.2

p 0.026 5× 10−4

∗ from Emin = 1015 eV.

Table 1. Main and second local minimum parameters for the reference model. Errors on best-fit
spectral parameters are computed from the interval D ≤ Dmin + 1; those on average values are
computed using the procedure described in 4.1.

The low maximum rigidity Rcut ≈ 4.9 · 1018 V in the best fit minimum implies that
the maximum energy for Iron nuclei would be ≈ 1.3 · 1020 eV. This has the very important
consequence that the shape of the all particle spectrum is likely due to the concurrence of
two effects: maximum energy reached at the sources and energy losses during propagation.

The injection spectra are very hard, at strong variance with the expectation for the first
order Fermi acceleration in shocks, although alternatives are possible, as already mentioned
in 2.1. The composition at sources is mixed, and essentially He/N/Si dominated with no
contribution from Hydrogen or Iron at the best fit. The value of J0 of the best fit corresponds
to a total emissivity L0 =

∑

A

∫ +∞
Emin

EqA(E)dE = 4.99 × 1044 erg/Mpc3/year, where qA(E)
is the number of nuclei with mass A injected per unit energy, volume and time, and LHe =
0.328L0, LN = 0.504L0, LSi = 0.168L0, with LA/L0 = fAZ

2−γ
A /

∑

A(fAZ
2−γ
A ).

Because of the low value of Rcut, the observed spectra are strongly sensitive to the
behaviour of accelerators near the maximum energy and therefore even large differences of
injection spectral indices have little effect on the observable quantities. This is the reason of
the large extent of the best minima region, and will be discussed below.

Given the deviance reported in table 1, the probability of getting a worse fit if the model
is correct (p-value) is p = 2.6%. Notice however that the effect of experimental systematics
is not taken into account here. A discussion of systematics is presented in section 5.2.

The errors on the parameters are computed as explained in 4.1. Those on the elemen-
tal fractions are generally large, indicating that different combinations of elemental spectra
can give rise to similar observed spectra. This fact is reflected by the presence of large
(anti)correlations among the injected nuclear spectra, as shown in table 2.

– 11 –
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Table 1. Main and second local minimum parameters for the reference model. Errors on best-fit
spectral parameters are computed from the interval D ≤ Dmin + 1; those on average values are
computed using the procedure described in 4.1.

The low maximum rigidity Rcut ≈ 4.9 · 1018 V in the best fit minimum implies that
the maximum energy for Iron nuclei would be ≈ 1.3 · 1020 eV. This has the very important
consequence that the shape of the all particle spectrum is likely due to the concurrence of
two effects: maximum energy reached at the sources and energy losses during propagation.

The injection spectra are very hard, at strong variance with the expectation for the first
order Fermi acceleration in shocks, although alternatives are possible, as already mentioned
in 2.1. The composition at sources is mixed, and essentially He/N/Si dominated with no
contribution from Hydrogen or Iron at the best fit. The value of J0 of the best fit corresponds
to a total emissivity L0 =

∑

A

∫ +∞
Emin

EqA(E)dE = 4.99 × 1044 erg/Mpc3/year, where qA(E)
is the number of nuclei with mass A injected per unit energy, volume and time, and LHe =
0.328L0, LN = 0.504L0, LSi = 0.168L0, with LA/L0 = fAZ

2−γ
A /

∑

A(fAZ
2−γ
A ).

Because of the low value of Rcut, the observed spectra are strongly sensitive to the
behaviour of accelerators near the maximum energy and therefore even large differences of
injection spectral indices have little effect on the observable quantities. This is the reason of
the large extent of the best minima region, and will be discussed below.

Given the deviance reported in table 1, the probability of getting a worse fit if the model
is correct (p-value) is p = 2.6%. Notice however that the effect of experimental systematics
is not taken into account here. A discussion of systematics is presented in section 5.2.

The errors on the parameters are computed as explained in 4.1. Those on the elemen-
tal fractions are generally large, indicating that different combinations of elemental spectra
can give rise to similar observed spectra. This fact is reflected by the presence of large
(anti)correlations among the injected nuclear spectra, as shown in table 2.

– 11 –

Best fit 
scenario 

[The Pierre Auger Collaboration, JCAP 04 (2017) 038] 
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07.08.2018 

  Combined fit: EGMF (I)
•  Include the extragalactic magnetic field in the combined fit 

•  4D propagation using CRPropa3 instead of SimProp 1D 
•  Use large-scale structure following Dolag 2012 for the source distribution 
•  Results for a single model (CRPropa3, TALYS cross sections, Gilmore 2012 EBL, EPOS LHC)  

[D. Wittkowski for the Pierre Auger Collaboration, PoS(ICRC2017)563] 
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  Combined fit: EGMF (II)
•  Include the extragalactic magnetic field in the combined fit 

•  4D propagation using CRPropa3 instead of SimProp 1D 
•  Use large-scale structure following Dolag 2012 for the source distribution 
•  Results for a single model (CRPropa3, TALYS cross sections, Gilmore 2012 EBL, EPOS LHC)  

[D. Wittkowski for the Pierre Auger Collaboration, PoS(ICRC2017)563] 
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[15 of 30]May	23,	2018 S.	Petrera	- 20th	ISVHECRI,	Nagoya 21

Making	the	astrophysical	model	more	realistic

4D	propagation	using	CRPropa3

Large	scale	structure	for	CR	sources	(Dolag ‘12)

Results	for	a	single	model	(CTG	+	EPOS-LHC):
Wittkowski ICRC	2017
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  Search for UHE neutrinos
UHE neutrino

ν selected as inclined showers with large em component (time spread of SD signals) 

ν identification applied “blindly” 

to data: 01/2004 - 12/2012


No candidates found! 
ντ flavor 
Earth-Skimming (90º, 95º) 
contrib. to total evt rate 73% 

‣ up-going (Earth-Skimming)

all ν flavor 

Low zenith (65º,75º) 
contrib. to total evt rate: 23% 
High zenith (75º,90º):  
contrib. to total evt rate: 4%

‣  down-going 

old shower young shower

31
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  AugerPrime: sensitivity to γ/νPhoton and neutrino flux limits

9

Expected improvements compared to current limits (ICRC 2015)

• increased exposure 
• improved low-energy trigger (low-energy threshold) 
• improved separation power (needs still to be evaluated)

(AugerPrime 1604.03637)
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[The Pierre Auger Collaboration, arXiv:1604.03637] 
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