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Primary and secondary cosmic rays in the Galaxy

Primaries: produced in the sources (SNR and Pulsars) 
                 H, He, CNO, Fe; e-, e+  
                Possibly e+, p-, d- from Dark Matter annihilation 

Secondaries : produced by spallation of primary CRs (p, 
He,C, O, Fe) on the interstellar medium (ISM) 
            LiBeB, sub-Fe; e+, p-, d- 

All primary and secondary species propagate in the Galaxy, 
dominated by diffusion on the magnetic fields  

and/or by intense energy losses (leptons) 



Primary - mixed - secondary nuclei
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Li - Be - B are fully secondary, 12C and 16O  primary. Many are mixed.  
Isotopes are relevant (10Be)
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Transport equation in diffusion models 
for flux (intensity) Nj(E)  

 

Primary production  
(SNR,  PSR, DM) 

Secondary production  
by fragmentation  
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It is a second order differential equation in space and in energy  

Γj = Γj,inel + Γj, rad  

 

Secondary fluxes are grossly proportional to their  
production cross sections and parent nucleus flux
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The Lithium - Berillium - Boron secondary nuclei 
AMS Collaboration, Phys. Rev Lett. 2018 

Most importantly, several independent analyses were
performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.— The measured lithium, beryllium, and boron

fluxes including statistical and systematic errors are reported
in Tables I, II, and III of the Supplemental Material [21] as a
function of the rigidity at the top of the AMS detector.
Figure 1 shows the lithium, beryllium, and boron fluxes

as a function of rigidity with the total errors, the sum in
quadrature of statistical and systematic errors. In this and
the subsequent figures, the points are placed along the
abscissa at ~R calculated for a flux ∝ R−2.7 [29]. As seen, the
Li and B fluxes have an identical rigidity dependence above
∼7 GV and all three secondary fluxes have an identical
rigidity dependence above ∼30 GV. The different rigidity
dependence of the Be flux is most likely due to the
significant presence of the radioactive 10Be isotope [27],
which has a half life of 1.4 MY.
Figure 8 of the Supplemental Material [21] shows the

lithium, beryllium, and boron fluxes as a function of kinetic
energy per nucleon EK together with earlier measurements
[2–11]. Data from other experiments have been extracted

using Ref. [30]. For the AMS measurement EK ¼
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 ~R2 þ M2

p
−MÞ=A where Z, M, and A are the Li,

Be, and B charge, mass and atomic mass number,

respectively. The atomic mass numbers, averaged by iso-
topic composition obtained from AMS low energy mea-
surements [27], are 6.5 % 0.1 for Li, 8.0 % 0.2 for Be, and
10.7 % 0.1 for B. The systematic errors on the fluxes due to
these uncertainties were added in quadrature to the total
errors.
To examine the rigidity dependence of the fluxes,

detailed variations of the flux spectral indices with rigidity
were obtained in a model-independent way. The flux
spectral indices γ were calculated from

γ ¼ d½logðΦÞ'=d½logðRÞ'; ð2Þ

over rigidity intervals bounded by 7.09, 12.0, 16.6, 22.8,
41.9, 60.3, 192, and 3300 GV. The results are presented in
Fig. 2 together with the spectral indices of helium, carbon,
and oxygen [14]. As seen, the magnitude and the rigidity
dependence of the lithium, beryllium, and boron spectral
indices are nearly identical, but distinctly different from the
rigidity dependence of helium, carbon, and oxygen. In
addition, above ∼200 GV, Li, Be, and B all harden more
than He, C, and O.
To examine the difference between the rigidity depend-

ence of primary and secondary cosmic rays in detail, the
ratios of the lithium, beryllium, and boron fluxes to the
carbon and oxygen fluxes were computed using the data in
Tables I, II, and III of the Supplemental Material [21]
and Tables II and III of Ref. [14], and are reported in
Tables IV–IX of the Supplemental Material [21] with their
statistical and systematic errors. The detailed variations
with rigidity of the spectral indices Δ of each flux ratio
were obtained in a model independent way using
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FIG. 1. The AMS (a) Li and B and (b) Be and B fluxes [21]
multiplied by ~R2.7 with their total errors as a function of rigidity.
As seen, the Li and B fluxes have identical rigidity dependence
above ∼7 GV and all three secondary fluxes have identical
rigidity dependence above ∼30 GV.
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FIG. 2. The dependence of the Li, Be, and B spectral indices on
rigidity together with the rigidity dependence of the He, C, and O
spectral indices [14]. For clarity, the Li, B, He, and O data points
are displaced horizontally. The shaded regions are to guide the
eye. As seen, the magnitude and the rigidity dependence of the Li,
Be, and B spectral indices are nearly identical, but distinctly
different from the rigidity dependence of the He, C, and O
spectral indices. Above ∼200 GV the Li, Be, and B fluxes all
harden more than the He, C, and O fluxes. See also Fig. 3.
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Lithium and Boron have the same  
rigidity dependence above 7 GV. 

All the three secondary nuclei  
have the same rigidity dependence  

above 30 GV. 

The different Be behavior is due to 
the presence of the radioactive  

10Be isotope, with a lifetime of 1.4 MY  
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Most importantly, several independent analyses were
performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.— The measured lithium, beryllium, and boron

fluxes including statistical and systematic errors are reported
in Tables I, II, and III of the Supplemental Material [21] as a
function of the rigidity at the top of the AMS detector.
Figure 1 shows the lithium, beryllium, and boron fluxes

as a function of rigidity with the total errors, the sum in
quadrature of statistical and systematic errors. In this and
the subsequent figures, the points are placed along the
abscissa at ~R calculated for a flux ∝ R−2.7 [29]. As seen, the
Li and B fluxes have an identical rigidity dependence above
∼7 GV and all three secondary fluxes have an identical
rigidity dependence above ∼30 GV. The different rigidity
dependence of the Be flux is most likely due to the
significant presence of the radioactive 10Be isotope [27],
which has a half life of 1.4 MY.
Figure 8 of the Supplemental Material [21] shows the

lithium, beryllium, and boron fluxes as a function of kinetic
energy per nucleon EK together with earlier measurements
[2–11]. Data from other experiments have been extracted

using Ref. [30]. For the AMS measurement EK ¼
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 ~R2 þ M2

p
−MÞ=A where Z, M, and A are the Li,

Be, and B charge, mass and atomic mass number,

respectively. The atomic mass numbers, averaged by iso-
topic composition obtained from AMS low energy mea-
surements [27], are 6.5 % 0.1 for Li, 8.0 % 0.2 for Be, and
10.7 % 0.1 for B. The systematic errors on the fluxes due to
these uncertainties were added in quadrature to the total
errors.
To examine the rigidity dependence of the fluxes,

detailed variations of the flux spectral indices with rigidity
were obtained in a model-independent way. The flux
spectral indices γ were calculated from

γ ¼ d½logðΦÞ'=d½logðRÞ'; ð2Þ

over rigidity intervals bounded by 7.09, 12.0, 16.6, 22.8,
41.9, 60.3, 192, and 3300 GV. The results are presented in
Fig. 2 together with the spectral indices of helium, carbon,
and oxygen [14]. As seen, the magnitude and the rigidity
dependence of the lithium, beryllium, and boron spectral
indices are nearly identical, but distinctly different from the
rigidity dependence of helium, carbon, and oxygen. In
addition, above ∼200 GV, Li, Be, and B all harden more
than He, C, and O.
To examine the difference between the rigidity depend-

ence of primary and secondary cosmic rays in detail, the
ratios of the lithium, beryllium, and boron fluxes to the
carbon and oxygen fluxes were computed using the data in
Tables I, II, and III of the Supplemental Material [21]
and Tables II and III of Ref. [14], and are reported in
Tables IV–IX of the Supplemental Material [21] with their
statistical and systematic errors. The detailed variations
with rigidity of the spectral indices Δ of each flux ratio
were obtained in a model independent way using
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FIG. 1. The AMS (a) Li and B and (b) Be and B fluxes [21]
multiplied by ~R2.7 with their total errors as a function of rigidity.
As seen, the Li and B fluxes have identical rigidity dependence
above ∼7 GV and all three secondary fluxes have identical
rigidity dependence above ∼30 GV.
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FIG. 2. The dependence of the Li, Be, and B spectral indices on
rigidity together with the rigidity dependence of the He, C, and O
spectral indices [14]. For clarity, the Li, B, He, and O data points
are displaced horizontally. The shaded regions are to guide the
eye. As seen, the magnitude and the rigidity dependence of the Li,
Be, and B spectral indices are nearly identical, but distinctly
different from the rigidity dependence of the He, C, and O
spectral indices. Above ∼200 GV the Li, Be, and B fluxes all
harden more than the He, C, and O fluxes. See also Fig. 3.
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A spectral break in the observed fluxes  

The rigidity dependence of Li, Be and B  
are nearly identical,  

but different from the primary  
He, C and O (and also p).  

Li, Be, B fluxes measured by Pamela and AMS  
show an identical hardening  
 w.r.t. energy above 200 GV.  

The spectral index of secondaries  
hardens 0.13 +- 0.03 more than  

for primaries 

Δ ¼ d½logðΦS=ΦPÞ%=d½logðRÞ%; ð3Þ

whereΦS=ΦP are the ratios of the secondary to primary flu-
xes over rigidity intervals [60.3–192] and ½192–3300% GV
and shown in Fig 3. Above ∼200 GV these spectral indices
exhibit an average hardening of 0.13 & 0.03. Figures 9 and
10 of the Supplemental Material [21] show all secondary to
primary flux ratios together with the results of Eq. (3). This
additionally verifies that at high rigidities the secondary
cosmic rays harden more than the primary cosmic rays. This
additional hardening of secondary cosmic rays is consistent
with expectationswhen the hardening of cosmic ray fluxes is
due to the propagation properties in the Galaxy [16].
To examine the rigidity dependence of the secondary

cosmic rays in detail, the lithium to boron Li=B and
beryllium to boron Be=B flux ratios were computed using
the data in Tables I, II, and III of the Supplemental Material
[21] and reported in Tables X and XI of the Supplemental
Material [21] with their statistical and systematic errors.
Figure 11 of the Supplemental Material [21] shows the
(a) Li=B and (b) Be=B ratios as functions of rigidity with
their total errors together with the results of fits to a constant

value above 7 GV for Li=B and above 30 GV for Be=B.
The fits yield Li=B ¼ 0.72 & 0.02 with χ2=d:o:f: ¼ 51=53
and Be=B ¼ 0.36 & 0.01 with χ2=d:o:f: ¼ 27=35. From
these fits we note that the Li=Be ratio is 2.0 & 0.1
above 30 GV; see also Fig. 12 of the Supplemental
Material [21]. The Li and B fluxes have an identical
rigidity dependence above ∼7 GV and all three secondary
fluxes have an identical rigidity dependence above
∼30 GV. In Figs. 13, 14, and 15 of the Supplemental
Material [21], we compare our flux ratios converted to EK
using the procedure described in Ref. [24] with earlier
measurements [2–11,31–33].
In conclusion, we have presented precise, high statistics

measurements of the lithium, beryllium, and boron fluxes
from 1.9 GV to 3.3 TV with detailed studies of the
systematic errors. The Li and B fluxes have identical
rigidity dependence above 7 GV and all three fluxes have
identical rigidity dependence above 30 GV with the Li=Be
flux ratio of 2.0 & 0.1. The three fluxes deviate from a
single power law above 200 GV in an identical way. As
seen in Fig. 4, this behavior of secondary cosmic rays has
also been observed in primary cosmic rays He, C, and O
[14] but the rigidity dependences of primary cosmic rays
and of secondary cosmic rays are distinctly different. In
particular, above 200 GV, the spectral indices of secondary
cosmic rays harden by an average of 0.13 & 0.03more than
the primaries. These are new properties of cosmic rays.

We thank former NASA Administrator Daniel S. Goldin
for his dedication to the legacy of the ISS as a scientific
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FIG. 3. The AMS secondary to primary flux ratio spectral
indices Δ from Eq. (3) as functions of rigidity for (a) Li=C,
Be=C, and B=C. The horizontal band indicates the fit to the B=C
ratio from our previous publication [24] which is consistent with
the results in this Letter. The results for (b) Li=O, Be=O, and B=O.
For (a) and (b) the vertical dashed line shows the interval boundary.
On average, the spectral indices of Li=C,Be=C,B=C,Li=O,Be=O,
and B=O above 200 GV exhibit a hardening of 0.13 & 0.03.
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See D. Grasso talk  



Boron-to-Carbon: a standard candle  
for fixing GALACTIC PROPAGATION 

Li, Be, B are produced by fragmentation  
of heavier nuclei (mostly C, N, O)  
on H and He: production cross sections  

B/C (AMS, PRL 117, 2016)  does not show features at high energies 

Genolini, Putze, Serpico, Salati 2015 Tomassetti, Feng, Oliva PRD 2017

A&A proofs: manuscript no. draft4

degrades our capability of determining the best-fit values of D0
and �, and beyond them the properties of turbulence, unless other
priors are imposed.

4. Cross-section modelling

The outcome of cosmic-ray propagation strongly depends on the
values of the nuclear production �b!a and destruction �a cross-
sections with the ISM species, mainly protons and helium nuclei.
Some of these are measured, albeit in a limited dynamical range,
while a significant number of them rely on relatively old semi-
empirical formulas, calibrated to the few available data points. In
this section, we discuss how parametric changes in these inputs
reflect on the B/C ratio. The e↵ect of cross-section systematics
was already studied by Maurin et al. (2010), who parameterised
it in terms of a systematic shift with respect to the energy. Since
we consider here only the high-energy limit, we simply allowed
for a rescaling of the cross-sections. However, we distinguished
between two cases: a correlated (%%) or anti-correlated (%&)
rescaling between the production �b!a and the destruction �a

cross-sections. These in fact are not a↵ected by the same uncer-
tainties. It is often the case that the latter are known to a bet-
ter precision then the former since they rely on a richer set of
data. A priori, it is conceivable that several relevant production
cross-sections might be varied independently. It is worth noting,
however, that only a few nuclei – notably oxygen and carbon
(⇠ 80%), and to a lesser extent nitrogen (⇠ 7%) – are in fact
responsible for most of the produced boron, as shown in Fig. 6.

Fig. 6. Contribution of the various primary nuclear species to the sec-
ondary boron flux at 10 GeV/nuc, as estimated with the semi-empirical
code by Webber 03.

First, we need to assess the reasonable range over which the
various cross-sections of the problem are expected to vary. For
this, we compared our reference models for the destruction and
production cross-sections with those used in popular numerical
propagation codes such as GALPROP (Strong & Moskalenko
2001) and DRAGON (Evoli et al. 2008)1. The database imple-
mented these two codes traces back to the GALPROP team work
and is based on a number of references including – but not lim-
ited to – Nuclear Data Sheets and Los Alamos database (Mash-
1 Updated version of these two codes can be found
at:https://sourceforge.net/projects/galprop and
http://www.dragonproject.org/Home.html,respectively.

nik et al. 1998) (see Moskalenko et al. (2001) and Moskalenko
& Mashnik (2003) for a more complete list of references). In this
work we compare the values given directly by the default cross-
section parameterisations without any renormalisation (which
can be implemented however).

In the case of the destruction cross-sections�a, we compared
our reference model (Tripathi et al. 1997) with the parameteri-
sations of Barashenkov & Polanski (1994), Letaw et al. (1983)
and Wellisch & Axen (1996). The last case only applies to el-
ements with Z > 5, while the Letaw et al. (1983) modelling is
conserved for lighter nuclei. Figure 7 shows the relative di↵er-
ences between our reference model and the three other semi-
empirical approaches and allows deriving an indicative lower
limit on the systematic uncertainties for the destruction cross-
sections of roughly 2 to 10% for the B/C ratio. The systematic
di↵erence is at the 3% level for the channels (CNO) that con-
tribute most to secondary boron production. The di↵erence to
our reference model is stronger for larger charges (Z > 10), but
these nuclei have a negligible contribution to the B/C ratio.

Fig. 7. Relative di↵erences between our reference model (Tripathi et al.
1997) for the destruction cross-sections �a and the other parameteri-
sations by Letaw 1983 (Letaw et al. 1983), Wellish 1996 (Wellisch &
Axen 1996) and B&P 1994 (Barashenkov & Polanski 1994) are dis-
played as a function of the nucleus charge, at an energy of 10 GeV/nuc.
Each bin is characterised by a given charge Z and encodes the arithmetic
mean over the corresponding isotopes. Only the elements involved in
the cascade from iron to beryllium are displayed.

For the production cross-sections �b!a, one may chose be-
tween the semi-empirical approach proposed by Silberberg et al.
(1998), subsequently revised in 2000 and called here S&T 00,
and the parameterisation provided by Webber et al. (1990) (here-
after Webber 93) and its updates of 1998 (Webber et al. 1998)
and 2003 (Webber et al. 2003). We selected the last set of values
as our reference model, to which we have compared the other pa-
rameterisations to gauge the uncertainties that a↵ect, on average,
the values of �b!a. The relative di↵erences between Webber 93,
Webber 98, and S&T 00 with respect to Webber 03 are plotted
in the form of the three histograms of Fig. 8. The charges of the
parent and child nuclei are given on the vertical and horizon-
tal axes. The most important reactions, whose cross-sections are
higher, correspond to a change of charge �Z not in excess of 3
during the fragmentation process and are located close to the di-
agonals of the 2D-grids of Fig. 8. We first note that the Webber
93 and 98 production cross-sections are on average larger than

Article number, page 6 of 11
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Fig. 1.— Calculations for the B/C (a, b) and p̄/p (c) ratios in comparison with the AMS data. The blue shaded bands are the uncertainties
obtained from our pre-AMS data (a) analysis (Feng et al. 2016). The orange band is from this work, i.e., using the AMS data only.

B/C is very sensitive to propagation  
effects, kind of standard candle 
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Production cross sections in the  
galactic cosmic ray modeling  

  
H, He, C, O, Fe,…  are present in the supernova remnant surroundings,  

and directly accelerated into the the interstellar medium (ISM) 
 
 

All the other nuclei (Li, Be, B, p-, and e+, gamma, …) are produced by 
spallation of heavier nuclei with the atoms (H, He) of the ISM 

 
We need all the cross sections σkj - from Nichel down to proton -   

for the production of the j-particle from the heavier k-nucleus scattering 
off the H and He of the ISM 

 
Remarkable for DARK MATTER signals is productions of: 

antiproton, antideuteron, positron and gamma rays.  
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• Ranking of the most important cross sections for the production of Li, Be, B, C, N  

• Propagation of uncertainties  

15

Appendix B: Tables of ranked reactions (and ghosts)
at 10 GeV/n

Tables IX to XIII show ranked fabc coe�cients, as cal-
culated from Eq. (2) and discussed in Sect. IV, along
with their cross section values (extreme value and av-
erage). The next-to-last column indicates whether any
data were found for this reaction (see App. F). The last
column shows the ratio of the cumulative cross section
�c to the direct production �; only values �c/� > 1.05
are shown (reactions involving ghosts, in boldface, have
no cumulative).

Full ASCII files from which the tables are extracted
are available upon request.

TABLE IX. Reactions and associated cross sections important
for calculations of Li flux at 10 GeV/n, sorted according to
the flux impact fabc, Eq. (2), until the cumulative of the flux
impact > 0.8⇥ fsec ⇥

P
fabc, with fsec = 100% and

P
fabc =

1.20 (see Sect. IVB). Reactions in bold highlight short-lived
fragments (see Sect. IVA), whose properties are gathered in
Table XIV.

Reaction a + b ! c Flux impact fabc [%] � [mb] Data �c/�

min mean max range

�(12C + H !6Li) 11.0 13.6 16.0 14.0 3
�(16O + H !6Li) 11.0 13.5 16.0 13.0 3
�(12C + H !7Li) 10.0 11.9 14.0 12.6 3
�(16O + H !7Li) 9.6 11.3 13.0 11.2 3
�(11B + H !7Li) 3.00 3.52 4.00 21.5 3
�(13C + H !7Li) 2.00 2.39 2.80 22.1
�(16O + He !6Li) 2.00 2.38 2.80 20.6
�(7Li + H !6Li) 2.30 2.35 2.40 31.5 3
�(12C + He !6Li) 1.90 2.33 2.70 21.6
�(15N + H !7Li) 1.90 2.27 2.60 18.6 3
�(12C + He !7Li) 1.70 2.04 2.40 19.4
�(16O + He !7Li) 1.70 2.00 2.30 17.8
�(24Mg + H !6Li) 1.70 1.98 2.30 12.6
�(13C + H !6Li) 1.60 1.97 2.30 17.8
�(24Mg + H !7Li) 1.50 1.74 2.00 11.4
�(10B + H !6Li) 1.40 1.64 1.90 20.0
�(14N + H !6Li) 1.40 1.62 1.90 13.0 3
�(15N + H !6Li) 1.30 1.60 1.90 12.8 3
�(12C + H !11B) 1.20 1.38 1.60 30.0 3 1.8
�(7Be + H !6Li) 1.20 1.34 1.50 21.0
�(12C + H !11C) 1.10 1.24 1.40 26.9 3 n/a
�(14N + H !7Li) 0.95 1.13 1.30 9.3 3
�(56Fe + H !7Li) 0.00 0.94 1.90 [0.0, 23.0]
�(56Fe + H !6Li) 0.00 0.94 1.90 [0.0, 22.0]
�(16O + H !11B) 0.80 0.90 1.00 18.2 3 1.5
�(11B + H !6Li) 0.71 0.84 0.97 5.0 3
�(28Si + H !6Li) 0.00 0.80 1.60 [0.0, 13.0]
�(10B + H !7Li) 0.70 0.80 0.90 10.0
�(28Si + H !7Li) 0.00 0.71 1.40 [0.0, 11.0]
�(16O + H !15N) 0.57 0.64 0.71 34.3 3 1.8
�(12C + H !10B) 0.53 0.64 0.74 12.3 3 1.1
�(20Ne + H !6Li) 0.00 0.63 1.30 [0.0, 13.0]
�(16O + H !13O) 0.55 0.63 0.71 30.5 3 n/a
�(16O + H !10B) 0.50 0.60 0.70 10.9 3
�(11B + He !7Li) 0.52 0.60 0.69 33.2
�(16O + H !15O) 0.51 0.57 0.63 30.5 3 n/a
�(20Ne + H !7Li) 0.00 0.56 1.10 [0.0, 11.0]
�(16O + H !7Be) 0.37 0.45 0.54 10.0 3
�(16O + H !11C) 0.40 0.45 0.50 9.1 n/a
�(56Fe + He !7Li) 0.00 0.44 0.88 [0.0, 97.0]
�(56Fe + He !6Li) 0.00 0.44 0.88 [0.0, 95.0]
�(7Li + He !6Li) 0.42 0.43 0.45 52.2
�(13C + He !7Li) 0.34 0.41 0.48 34.2
�(12C + H !7Be) 0.34 0.41 0.48 9.7 3
�(16O + H !13C) 0.36 0.41 0.46 17.5 3 1.2
�(24Mg + He !6Li) 0.33 0.39 0.46 22.5
�(15N + He !7Li) 0.33 0.39 0.45 28.6
�(7Li + H !6He) 0.00 0.38 0.76 [0.0, 10.0] n/a
�(11B + H !10B) 0.29 0.35 0.40 38.9 3
�(24Mg + He !7Li) 0.29 0.34 0.40 20.3
�(13C + He !6Li) 0.28 0.34 0.40 27.5
�(56Fe + H !6He) 0.00 0.29 0.57 [0.0, 6.9] n/a

TABLE X. Reactions and associated cross sections important
for calculations of Be flux at 10 GeV/n, sorted according to
the flux impact fabc, Eq. (2), until the cumulative of the flux
impact > 0.8⇥ fsec ⇥

P
fabc, with fsec = 100% and

P
fabc =

1.14 (see Sect. IVB). Reactions in bold highlight short-lived
fragments (see Sect. IVA), whose properties are gathered in
Table XIV.

Reaction a + b ! c Flux impact fabc [%] � [mb] Data �c/�

min mean max range

�(16O + H !7Be) 17.0 17.6 19.0 10.0 3
�(12C + H !7Be) 15.0 15.9 17.0 9.7 3
�(12C + H !9Be) 8.80 9.27 9.80 6.8 3
�(16O + H !9Be) 5.00 5.34 5.60 3.7 3
�(16O + He !7Be) 2.70 2.87 3.00 14.7
�(28Si + H !7Be) 2.60 2.77 2.90 10.8
�(24Mg + H !7Be) 2.50 2.65 2.80 10.0
�(12C + He !7Be) 2.30 2.48 2.60 13.7
�(11B + H !9Be) 2.30 2.36 2.50 10.0 3
�(12C + H !10Be) 2.00 2.16 2.30 4.0 3
�(14N + H !7Be) 2.00 2.12 2.20 10.1 3
�(20Ne + H !7Be) 1.60 1.73 1.90 [7.4, 9.7]
�(10B + H !9Be) 1.60 1.62 1.70 13.9
�(12C + He !9Be) 1.40 1.45 1.50 9.6
�(12C + H !11B) 1.30 1.43 1.60 30.0 3 1.8
�(15N + H !9Be) 1.20 1.29 1.40 7.3 3
�(12C + H !11C) 1.20 1.28 1.40 26.9 3 n/a
�(16O + H !10Be) 1.20 1.27 1.40 2.2 3
�(11B + H !10Be) 1.10 1.21 1.30 12.9 3
�(11B + H !7Be) 0.99 1.16 1.30 [3.6, 4.5] 3
�(15N + H !7Be) 1.10 1.15 1.20 5.4 3
�(13C + H !9Be) 0.96 1.03 1.10 6.7 3
�(28Si + H !9Be) 0.91 0.96 1.00 4.5 3
�(10B + H !7Be) 0.93 0.95 0.98 6.9 3
�(24Mg + H !9Be) 0.89 0.94 0.99 4.3
�(16O + H !11B) 0.87 0.94 1.00 18.2 3 1.5
�(56Fe + H !7Be) 0.11 0.92 1.70 [0.6, 11.0]
�(16O + He !9Be) 0.82 0.87 0.92 5.4
�(13C + H !7Be) 0.71 0.76 0.81 4.1 3
�(20Ne + H !9Be) 0.68 0.72 0.76 4.3
�(12C + H !10B) 0.59 0.64 0.68 12.3 3 1.1
�(16O + H !10B) 0.56 0.60 0.65 10.9 3
�(9Be + H !7Be) 0.59 0.59 0.60 10.6 3
�(28Si + He !7Be) 0.53 0.56 0.60 19.8
�(56Fe + H !9Be) 0.06 0.53 1.00 [0.4, 7.5]
�(24Mg + He !7Be) 0.47 0.50 0.52 16.8
�(16O + H !11C) 0.43 0.47 0.50 9.1 n/a
�(16O + H !15N) 0.41 0.44 0.47 34.3 3 1.8
�(56Fe + He !7Be) 0.05 0.41 0.77 [2.4, 43.0]
�(16O + H !15O) 0.37 0.39 0.42 30.5 3 n/a
�(27Al + H !7Be) 0.30 0.38 0.45 [5.3, 8.9]
�(14N + H !9Be) 0.35 0.37 0.39 2.1 3
�(11B + He !9Be) 0.35 0.37 0.38 14.0
�(13C + H !10Be) 0.33 0.37 0.40 5.9 3
�(23Na + H !7Be) 0.30 0.35 0.41 [5.8, 8.6]
�(11B + H !10B) 0.33 0.35 0.37 38.9 3
�(25Mg + H !7Be) 0.29 0.34 0.40 [5.6, 8.8]
�(12C + He !10Be) 0.31 0.34 0.36 5.6
�(14N + He !7Be) 0.32 0.34 0.36 14.4
�(20Ne + He !7Be) 0.28 0.30 0.32 [12.0, 15.0]
�(22Ne + H !7Be) 0.22 0.25 0.28 [4.7, 6.4]
�(10B + He !9Be) 0.25 0.25 0.26 19.6
�(26Mg + H !7Be) 0.21 0.25 0.29 [4.7, 7.2]
�(16O + H !9Li) 0.23 0.24 0.26 0.3 3 n/a
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Appendix B: Tables of ranked reactions (and ghosts)
at 10 GeV/n

Tables IX to XIII show ranked fabc coe�cients, as cal-
culated from Eq. (2) and discussed in Sect. IV, along
with their cross section values (extreme value and av-
erage). The next-to-last column indicates whether any
data were found for this reaction (see App. F). The last
column shows the ratio of the cumulative cross section
�c to the direct production �; only values �c/� > 1.05
are shown (reactions involving ghosts, in boldface, have
no cumulative).

Full ASCII files from which the tables are extracted
are available upon request.

TABLE IX. Reactions and associated cross sections important
for calculations of Li flux at 10 GeV/n, sorted according to
the flux impact fabc, Eq. (2), until the cumulative of the flux
impact > 0.8⇥ fsec ⇥

P
fabc, with fsec = 100% and

P
fabc =

1.20 (see Sect. IVB). Reactions in bold highlight short-lived
fragments (see Sect. IVA), whose properties are gathered in
Table XIV.

Reaction a + b ! c Flux impact fabc [%] � [mb] Data �c/�

min mean max range

�(12C + H !6Li) 11.0 13.6 16.0 14.0 3
�(16O + H !6Li) 11.0 13.5 16.0 13.0 3
�(12C + H !7Li) 10.0 11.9 14.0 12.6 3
�(16O + H !7Li) 9.6 11.3 13.0 11.2 3
�(11B + H !7Li) 3.00 3.52 4.00 21.5 3
�(13C + H !7Li) 2.00 2.39 2.80 22.1
�(16O + He !6Li) 2.00 2.38 2.80 20.6
�(7Li + H !6Li) 2.30 2.35 2.40 31.5 3
�(12C + He !6Li) 1.90 2.33 2.70 21.6
�(15N + H !7Li) 1.90 2.27 2.60 18.6 3
�(12C + He !7Li) 1.70 2.04 2.40 19.4
�(16O + He !7Li) 1.70 2.00 2.30 17.8
�(24Mg + H !6Li) 1.70 1.98 2.30 12.6
�(13C + H !6Li) 1.60 1.97 2.30 17.8
�(24Mg + H !7Li) 1.50 1.74 2.00 11.4
�(10B + H !6Li) 1.40 1.64 1.90 20.0
�(14N + H !6Li) 1.40 1.62 1.90 13.0 3
�(15N + H !6Li) 1.30 1.60 1.90 12.8 3
�(12C + H !11B) 1.20 1.38 1.60 30.0 3 1.8
�(7Be + H !6Li) 1.20 1.34 1.50 21.0
�(12C + H !11C) 1.10 1.24 1.40 26.9 3 n/a
�(14N + H !7Li) 0.95 1.13 1.30 9.3 3
�(56Fe + H !7Li) 0.00 0.94 1.90 [0.0, 23.0]
�(56Fe + H !6Li) 0.00 0.94 1.90 [0.0, 22.0]
�(16O + H !11B) 0.80 0.90 1.00 18.2 3 1.5
�(11B + H !6Li) 0.71 0.84 0.97 5.0 3
�(28Si + H !6Li) 0.00 0.80 1.60 [0.0, 13.0]
�(10B + H !7Li) 0.70 0.80 0.90 10.0
�(28Si + H !7Li) 0.00 0.71 1.40 [0.0, 11.0]
�(16O + H !15N) 0.57 0.64 0.71 34.3 3 1.8
�(12C + H !10B) 0.53 0.64 0.74 12.3 3 1.1
�(20Ne + H !6Li) 0.00 0.63 1.30 [0.0, 13.0]
�(16O + H !13O) 0.55 0.63 0.71 30.5 3 n/a
�(16O + H !10B) 0.50 0.60 0.70 10.9 3
�(11B + He !7Li) 0.52 0.60 0.69 33.2
�(16O + H !15O) 0.51 0.57 0.63 30.5 3 n/a
�(20Ne + H !7Li) 0.00 0.56 1.10 [0.0, 11.0]
�(16O + H !7Be) 0.37 0.45 0.54 10.0 3
�(16O + H !11C) 0.40 0.45 0.50 9.1 n/a
�(56Fe + He !7Li) 0.00 0.44 0.88 [0.0, 97.0]
�(56Fe + He !6Li) 0.00 0.44 0.88 [0.0, 95.0]
�(7Li + He !6Li) 0.42 0.43 0.45 52.2
�(13C + He !7Li) 0.34 0.41 0.48 34.2
�(12C + H !7Be) 0.34 0.41 0.48 9.7 3
�(16O + H !13C) 0.36 0.41 0.46 17.5 3 1.2
�(24Mg + He !6Li) 0.33 0.39 0.46 22.5
�(15N + He !7Li) 0.33 0.39 0.45 28.6
�(7Li + H !6He) 0.00 0.38 0.76 [0.0, 10.0] n/a
�(11B + H !10B) 0.29 0.35 0.40 38.9 3
�(24Mg + He !7Li) 0.29 0.34 0.40 20.3
�(13C + He !6Li) 0.28 0.34 0.40 27.5
�(56Fe + H !6He) 0.00 0.29 0.57 [0.0, 6.9] n/a

TABLE X. Reactions and associated cross sections important
for calculations of Be flux at 10 GeV/n, sorted according to
the flux impact fabc, Eq. (2), until the cumulative of the flux
impact > 0.8⇥ fsec ⇥

P
fabc, with fsec = 100% and

P
fabc =

1.14 (see Sect. IVB). Reactions in bold highlight short-lived
fragments (see Sect. IVA), whose properties are gathered in
Table XIV.

Reaction a + b ! c Flux impact fabc [%] � [mb] Data �c/�

min mean max range

�(16O + H !7Be) 17.0 17.6 19.0 10.0 3
�(12C + H !7Be) 15.0 15.9 17.0 9.7 3
�(12C + H !9Be) 8.80 9.27 9.80 6.8 3
�(16O + H !9Be) 5.00 5.34 5.60 3.7 3
�(16O + He !7Be) 2.70 2.87 3.00 14.7
�(28Si + H !7Be) 2.60 2.77 2.90 10.8
�(24Mg + H !7Be) 2.50 2.65 2.80 10.0
�(12C + He !7Be) 2.30 2.48 2.60 13.7
�(11B + H !9Be) 2.30 2.36 2.50 10.0 3
�(12C + H !10Be) 2.00 2.16 2.30 4.0 3
�(14N + H !7Be) 2.00 2.12 2.20 10.1 3
�(20Ne + H !7Be) 1.60 1.73 1.90 [7.4, 9.7]
�(10B + H !9Be) 1.60 1.62 1.70 13.9
�(12C + He !9Be) 1.40 1.45 1.50 9.6
�(12C + H !11B) 1.30 1.43 1.60 30.0 3 1.8
�(15N + H !9Be) 1.20 1.29 1.40 7.3 3
�(12C + H !11C) 1.20 1.28 1.40 26.9 3 n/a
�(16O + H !10Be) 1.20 1.27 1.40 2.2 3
�(11B + H !10Be) 1.10 1.21 1.30 12.9 3
�(11B + H !7Be) 0.99 1.16 1.30 [3.6, 4.5] 3
�(15N + H !7Be) 1.10 1.15 1.20 5.4 3
�(13C + H !9Be) 0.96 1.03 1.10 6.7 3
�(28Si + H !9Be) 0.91 0.96 1.00 4.5 3
�(10B + H !7Be) 0.93 0.95 0.98 6.9 3
�(24Mg + H !9Be) 0.89 0.94 0.99 4.3
�(16O + H !11B) 0.87 0.94 1.00 18.2 3 1.5
�(56Fe + H !7Be) 0.11 0.92 1.70 [0.6, 11.0]
�(16O + He !9Be) 0.82 0.87 0.92 5.4
�(13C + H !7Be) 0.71 0.76 0.81 4.1 3
�(20Ne + H !9Be) 0.68 0.72 0.76 4.3
�(12C + H !10B) 0.59 0.64 0.68 12.3 3 1.1
�(16O + H !10B) 0.56 0.60 0.65 10.9 3
�(9Be + H !7Be) 0.59 0.59 0.60 10.6 3
�(28Si + He !7Be) 0.53 0.56 0.60 19.8
�(56Fe + H !9Be) 0.06 0.53 1.00 [0.4, 7.5]
�(24Mg + He !7Be) 0.47 0.50 0.52 16.8
�(16O + H !11C) 0.43 0.47 0.50 9.1 n/a
�(16O + H !15N) 0.41 0.44 0.47 34.3 3 1.8
�(56Fe + He !7Be) 0.05 0.41 0.77 [2.4, 43.0]
�(16O + H !15O) 0.37 0.39 0.42 30.5 3 n/a
�(27Al + H !7Be) 0.30 0.38 0.45 [5.3, 8.9]
�(14N + H !9Be) 0.35 0.37 0.39 2.1 3
�(11B + He !9Be) 0.35 0.37 0.38 14.0
�(13C + H !10Be) 0.33 0.37 0.40 5.9 3
�(23Na + H !7Be) 0.30 0.35 0.41 [5.8, 8.6]
�(11B + H !10B) 0.33 0.35 0.37 38.9 3
�(25Mg + H !7Be) 0.29 0.34 0.40 [5.6, 8.8]
�(12C + He !10Be) 0.31 0.34 0.36 5.6
�(14N + He !7Be) 0.32 0.34 0.36 14.4
�(20Ne + He !7Be) 0.28 0.30 0.32 [12.0, 15.0]
�(22Ne + H !7Be) 0.22 0.25 0.28 [4.7, 6.4]
�(10B + He !9Be) 0.25 0.25 0.26 19.6
�(26Mg + H !7Be) 0.21 0.25 0.29 [4.7, 7.2]
�(16O + H !9Li) 0.23 0.24 0.26 0.3 3 n/a
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TABLE VI. Ranking of 1- and 2-step channels for B at 10
GeV/n, from f1�step

ij
and f2�step

ijk
coe�cients (A1). Channels

< 0.1% and higher-level channels (> 2-step, contributing to
⇠ 4.8%, see Table I), are not shown.

# of channels in range contribution [%]

13 [1%,100%] 82.2
25 [0.1%,1%] 7.7
110 [0.01%,0.1%] 3.8
346 [0.001%,0.01%] 1.3
526 [0.0001%,0.001%] 0.2
2340 [0.0%,0.0001%] 0.0

Channel min | mean | max
12C ! 11B 30.8 | 32.7 | 35.3
16O ! 11B 16.2 | 17.7 | 18.8
12C ! 10B 9.04 | 9.95 | 10.9
16O ! 10B 7.64 | 8.17 | 8.68
12C ! 11B ! 10B 2.07 | 2.16 | 2.26
16O ! 12C ! 11B 1.60 | 1.96 | 2.34
16O ! 15N ! 11B 1.29 | 1.69 | 2.04

24Mg ! 11B 1.51 | 1.59 | 1.69
20Ne ! 11B 1.26 | 1.32 | 1.39
14N ! 11B 1.00 | 1.32 | 1.66
28Si ! 11B 0.85 | 1.29 | 1.66
16O ! 11B ! 10B 1.03 | 1.17 | 1.26
16O ! 13C ! 11B 0.54 | 1.15 | 1.62
16O ! 14N ! 11B 0.68 | 0.83 | 0.92

24Mg ! 10B 0.66 | 0.75 | 0.84
16O ! 12C ! 10B 0.51 | 0.59 | 0.69
16O ! 15N ! 10B 0.50 | 0.59 | 0.68

20Ne ! 10B 0.47 | 0.54 | 0.63
28Si ! 10B 0.32 | 0.53 | 0.67
14N ! 10B 0.39 | 0.50 | 0.65
56Fe ! 11B 0.11 | 0.49 | 1.10
16O ! 13C ! 10B 0.12 | 0.32 | 0.50
16O ! 14N ! 10B 0.26 | 0.31 | 0.36

24Mg ! 12C ! 11B 0.21 | 0.22 | 0.25
56Fe ! 10B 0.00 | 0.21 | 0.71
20Ne ! 12C ! 11B 0.19 | 0.20 | 0.22
14N ! 12C ! 11B 0.14 | 0.20 | 0.25
13C ! 11B 0.15 | 0.18 | 0.24
28Si ! 12C ! 11B 0.10 | 0.18 | 0.21

25Mg ! 11B 0.14 | 0.17 | 0.19
32S ! 11B 0.09 | 0.14 | 0.17

26Mg ! 11B 0.11 | 0.13 | 0.14
27Al ! 11B 0.08 | 0.12 | 0.16

24Mg ! 16O ! 11B 0.10 | 0.12 | 0.13
24Mg ! 23Na ! 11B 0.10 | 0.11 | 0.14
20Ne ! 15N ! 11B 0.09 | 0.11 | 0.12
24Mg ! 11B ! 10B 0.10 | 0.11 | 0.11
20Ne ! 16O ! 11B 0.09 | 0.10 | 0.12

TABLE VII. Ranking of 1- and 2-step channels for C at 10
GeV/n, from f1�step

ij
and f2�step

ijk
coe�cients (A1). Channels

< 1.0% and higher-level channels (> 2-step, contributing to
⇠ 5.2%, see Table I), are not shown.

# of channels in range contribution [%]

12 [1%,100%] 81.5
35 [0.1%,1%] 7.5
139 [0.01%,0.1%] 4.2
346 [0.001%,0.01%] 1.4
535 [0.0001%,0.001%] 0.2
3450 [0.0%,0.0001%] 0.0

Channel min | mean | max
16O ! 13C 33.1 | 33.8 | 34.6
16O ! 12C 26.7 | 27.3 | 28.0
16O ! 13C ! 12C 2.68 | 2.87 | 3.05

24Mg ! 12C 2.62 | 2.72 | 2.83
16O ! 15N ! 13C 2.43 | 2.47 | 2.50

20Ne ! 12C 2.45 | 2.46 | 2.46
16O ! 15N ! 12C 1.95 | 2.18 | 2.42
14N ! 12C 1.73 | 1.84 | 1.96
28Si ! 12C 1.25 | 1.80 | 2.34
16O ! 14N ! 12C 1.18 | 1.48 | 1.78

20Ne ! 13C 1.34 | 1.38 | 1.41
24Mg ! 13C 1.05 | 1.16 | 1.27

TABLE VIII. Ranking of 1- and 2-step channels for N at 10
GeV/n, from f1�step

ij
and f2�step

ijk
coe�cients (A1). Channels

< 0.1% and higher-level channels (> 2-step, contributing to
⇠ 3.5%, see Table I), are not shown.

# of channels in range contribution [%]

9 [1%,100%] 85.6
28 [0.1%,1%] 5.5
140 [0.01%,0.1%] 4.0
312 [0.001%,0.01%] 1.2
495 [0.0001%,0.001%] 0.2
1858 [0.0%,0.0001%] 0.0

Channel min | mean | max
16O ! 15N 43.3 | 47.1 | 50.4
16O ! 14N 19.6 | 23.4 | 26.3

20Ne ! 15N 2.95 | 3.09 | 3.38
24Mg ! 15N 2.40 | 2.73 | 3.05
20Ne ! 14N 2.02 | 2.23 | 2.72
28Si ! 15N 1.84 | 2.14 | 2.39
16O ! 15N ! 14N 1.81 | 2.04 | 2.36

24Mg ! 14N 1.50 | 1.70 | 2.02
28Si ! 14N 0.98 | 1.14 | 1.40
56Fe ! 15N 0.36 | 0.52 | 0.83

26Mg ! 15N 0.24 | 0.32 | 0.38
25Mg ! 15N 0.28 | 0.31 | 0.34
24Mg ! 16O ! 15N 0.27 | 0.31 | 0.35

32S ! 15N 0.21 | 0.27 | 0.33
20Ne ! 16O ! 15N 0.24 | 0.27 | 0.30
24Mg ! 23Na ! 15N 0.24 | 0.27 | 0.31
56Fe ! 14N 0.14 | 0.26 | 0.52
27Al ! 15N 0.21 | 0.25 | 0.31
28Si ! 16O ! 15N 0.19 | 0.21 | 0.23

24Mg ! 22Ne ! 15N 0.15 | 0.20 | 0.23
28Si ! 27Al ! 15N 0.17 | 0.20 | 0.23
32S ! 14N 0.12 | 0.16 | 0.21

22Ne ! 15N 0.15 | 0.15 | 0.17
24Mg ! 16O ! 14N 0.14 | 0.15 | 0.16
23Na ! 15N 0.09 | 0.15 | 0.20
20Ne ! 19F ! 15N 0.11 | 0.14 | 0.19
20Ne ! 16O ! 14N 0.10 | 0.14 | 0.16
20Ne ! 15N ! 14N 0.11 | 0.14 | 0.18
26Mg ! 14N 0.08 | 0.13 | 0.21
25Mg ! 14N 0.11 | 0.13 | 0.16
27Al ! 14N 0.08 | 0.12 | 0.16

24Mg ! 15N ! 14N 0.09 | 0.12 | 0.15
24Mg ! 21Ne ! 15N 0.08 | 0.12 | 0.15
24Mg ! 20Ne ! 15N 0.08 | 0.12 | 0.15
28Si ! 24Mg ! 15N 0.10 | 0.11 | 0.13
28Si ! 16O ! 14N 0.09 | 0.11 | 0.12

24Mg ! 23Na ! 14N 0.10 | 0.10 | 0.10

Combining these abundance values with the typical
A2/3 dependence for the nuclear cross sections, one can
see that 16O and 12C are (well-known) dominant species
for production of Li, Be, and B. Sub-dominant channels
also follow the same trend with most prominent being
24Mg, 20Ne, 28Si, and 56Fe. Despite its abundance, Ni-
trogen is not one of the dominant species because it has
only a ⇠30% primary contribution (see Table I), but ap-
pears in the 2-step reactions. In fact, 15N is ranked higher
than 14N because of its larger production cross section
(16O!14,15N). Note that the accurate cross section val-
ues mostly matter for the relative ranking of isotopes
produced in fragmentation of the same species (e.g., rel-
ative production of 6Li and 7Li), or when the abundances
of parent nuclei are similar (e.g., 20Ne and 28Si). Mean-
while, the accuracy of the isotopic production cross sec-
tions and especially their precise values are what we need
to know.

Current status and desired accuracy of the isotopic production cross sections relevant
to astrophysics of cosmic rays I. Li, Be, B, C, N
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The accuracy of the current generation of cosmic-ray (CR) experiments, such as AMS-02,
PAMELA, CALET, and ISS-CREAM, is now reaching ⇠1–3% in a wide range in energy per nucleon
from GeV/n to multi-TeV/n. Their correct interpretation could potentially lead to discoveries of
new physics and subtle e↵ects that were unthinkable just a decade ago. However, a major obstacle
in doing so is the current uncertainty in the isotopic production cross sections that can be as high
as 20–50% or even larger in some cases. While there is a recently reached consensus in the astro-
physics community that new measurements of cross sections are desirable, no attempt to evaluate
the importance of particular reaction channels and their required accuracy has been made yet. It is,
however, clear that it is a huge work that requires an incremental approach. The goal of this study
is to provide the ranking of the isotopic cross sections contributing to the production of the most
astrophysically important CR Li, Be, B, C, and N species. In this paper, we (i) rank the reaction
channels by their importance for a production of a particular isotope, (ii) provide comparisons plots
between the models and data used, and (iii) evaluate a generic beam time necessary to reach a 3%
precision in the production cross-sections pertinent to the AMS-02 experiment. This first roadmap
may become a starting point in the planning of new measurement campaigns that could be car-
ried out in several nuclear and/or particle physics facilities around the world. A comprehensive
evaluation of other isotopes Z  30 will be a subject of follow-up studies.

I. INTRODUCTION

The centennial anniversary of the discovery of CRs (in
2012) was marked by a series of exciting discoveries made
a few years before it and during the following years [1–
10]. It became possible due to the superior instrumenta-
tion launched to the top of the atmosphere (e.g., BESS-
Polar, CREAM) and into space (PAMELA [11], AMS-02
[3], Fermi-LAT [12]) and whose accuracy is now reach-
ing an astonishing level of 1–3% (see a collection of CR
data in [13]). Not surprisingly, these recent developments
raised anticipations that new measurements of compo-
sition and spectra of CR species may reveal signatures
of yet unknown e↵ects or phenomena and consequently
led to the surge of interest in astrophysics and particle
physics communities. Meanwhile, achieving this goal de-
mands the appropriate level of accuracy from theoretical

⇤ yoann.genolini@ulb.ac.be
† dmaurin@lpsc.in2p3.fr
‡ imos@stanford.edu
§ michael.unger@kit.edu

models used for interpretation of the data collected by
the modern or future experiments. The major obstacle
to this is the accuracy of the existing measurements of
the nuclear production cross sections [14–18] whose er-
rors are reaching 20–50% or even worse [15, 19–23] and
are unacceptable by nowadays standards.

An accurate calculation of the isotopic production
cross sections is a cornerstone of all CR propagation cal-
culations. The cross sections are necessary to calculate
the production of secondary isotopes (e.g., isotopes of
Li, Be, B) in spallation of CR in the interstellar medium
(ISM) and to derive propagation parameters [24–27] that
provide a basis for a number of other studies [28]. Even
slight excesses or deficits of certain isotopes in CRs rel-
ative to expectations from propagation models [29, 30]
can be used to pin down the origins of various species,
their acceleration mechanisms and propagation history;
they also help to locate other deviations [1, 31, 32] that
otherwise could remain unnoticed. In turn, such infor-
mation is necessary for a reliable identification of subtle
signatures of the dark matter or new physics [33, 34], and
for accurate predictions of the Galactic di↵use emission
and disentangling unexpected features [9, 35–37]. This
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Nuclei contributions to antiprotons

4

violation. The extended NA61 data coincide with NA49
above Tp̄ ⇠ 20 GeV, while significantly improving the
coverage of the source spectrum at lower energies down
to 5 GeV. Baseline for our calculation in Fig. 1 is the
cross section parametrization derived later in this paper
(Param. II-B). However, the results are expected to be
robust against changing the actual parametrization.

The conclusion of this exercise is that, in order to con-
strain the pp source term for Tp̄

<⇠ 5 GeV, it is necessary
to have additional low-energy data available. Indeed,
the currently available cross section measurements be-
low

p
s ⇡ 7 GeV contain large systematic uncertainties,

such that a good determination is hard to obtain. We
notice that it would be useful to collect precise data
at low

p
s to fix the antiproton spectrum in all the en-

ergy range where CR data are now provided with an ex-
tremely high accuracy [12]. Especially, progress could
be made by a p + p ! p̄ + X experiment at energies
below

p
s = 7 GeV. In Appendix B we show how data

from NA61 at
p
s = 6.3 GeV could improve the cross

section coverage of the pp source term. A detailed study
of the complete relevant parameter space is discussed in
DKD17.

B. The nuclear channels

In addition to the production of antiprotons from pp
scatterings, the pHe and Hep channels contribute a large
fraction of the total source term. This information may
be inferred from Fig. 2, where we plot the relative contri-
bution of each production channel obtained by changing

FIG. 2. Relative contribution of the various production
channels to the total secondary antiproton source spectrum.
The four dominant channels pp, pHe, Hep, and HeHe are
given individually. We group heavy CR nuclei scattering o↵
hydrogen and helium in the ISM: CNO, NeMgSi, Fe, and
LiBeB. By heavy ISM we denote CR proton and helium
scattering o↵ the rare ISM components CNONeMgSiFe.

the incoming CR nuclei and the ISM components. The
production cross sections are taken from the results we
present in Sec. III (Param. II-B). In the figure, pp, pHe,
Hep, HeHe label the CR-ISM nucleus. For heavier CR
nuclei, we group the reactions of LiBeB, CNO, Fe and
NeMgSi CR nuclei over the ISM (p and He). We also
consider the contribution from CR p and He scattering
o↵ the subdominant heavy ISM components accounted
for the CNONeMgSiFe nuclei. The CR fluxes have been
taken as follows: p from [3], He from [4], Li, Be and B
from [28], C and O from [29], N from [30], while for
all the heavier nuclei we apply the rescaling to oxygen
flux as in [31]. For the ISM composition, we assume
nH = 1 cm�3, nHe = 0.1nH, while the abundance for
heavier nuclei is taken from [32]. It is clear from the fig-
ure that the channel involving He, both projectile and
target, constitute 30-40% of the total spectrum depend-
ing on the antiproton energy. The heavier primary CNO
nuclei contribute a non negligible few percent at the
AMS energies. All the other contributions considered
in this study turn out to be negligible.

Until very recently the cross sections involving He
nuclei were not experimentally determined, and all cal-
culations rely on re-scaling and extrapolation from pp
and pA measurements, where A is typically carbon, but
sometimes heavier nuclei up to lead. The strategy for
re-scaling was either based on Monte Carlo simulations,
as performed with DTUNUC at low energies [21] or
KMO at high energies, or on fitting parameterizations
to the scarce pA data, as performed by Duperray et al.
[33]. The LHCb collaboration provides now the first
ever measurement of p+He ! p̄+X [25], where the in-
cident LHC protons of 6.5 TeV momentum scatter o↵ a
fixed-target helium (corresponding to

p
s = 110 GeV).

The LHCb detector can measure antiprotons with a mo-
mentum between 10 and 100 GeV and transverse mo-
mentum varying between 0.5 and 3.4 GeV. In [34] these
data are compared to the parametirization of [16] show-
ing reasonable agreement. Fig. 3 shows the fraction of
the LHCb parameter space to the pHe and Hep source
terms. We make the conservative assumption that the
cross section is only known in a small (roughly 10%)
range around the measured

p
s. In this case, the con-

tribution to the pHe channel is at the permille level,
peaking at an energy between between 10 and 100 GeV,
while the contribution to the Hep channel is significantly
larger at the 4% level. The di↵erent coverage of the
pHe source spectrum in the inverse Hep kinematic con-
figuration depends on the fact that in the CM frame
all but one LHCb data points correspond to backwards
scattering in the pHe system, or equivalently forwards
scattering in the Hep system. The source term integral
in Eq. (1) enhances the high-energy forward scattering
due to the convolution with the steeply falling CR flux.
Since in any case the contribution of the LHCb data
to the source terms is very small, it is impossible to
base the calculation of the p+He ! p̄+X production
solely on LHCb data. In the parameterization of the

Relevant contribution of the different channels to the total production of 
antiprotons in the Galaxy (CR-ISM)  

 

The channels involving He - both CR and ISM target -  
contribute 30-40% to the antiproton source in the Galaxy   
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Interpretation of antiproton data

�12

Figure 10. Our reference model compared to AMS-02 preliminary p̄/p data. Blue solid line: the
p̄/p spectrum computed with the fiducial cross sections from [14], with the optimal hardening in the
proton and helium injection spectra. Dotted and dashed lines: the p̄/p spectrum computed with the
minimal and maximal hardening in the proton spectrum as in Fig. 8. The blue band reports the
uncertainty associated to the production cross sections.

energy measurements is in perfect agreement with the best-fit value obtained in our earlier
statistical analysis [6], based on the available high-energy measurements preceding PAMELA
and AMS-02 releases.

We also tune the proton and helium injection slopes to accomodate the AMS-02 data.
For the protons, we also consider the minimal and maximal injection slopes at high energy
compatible with the data. The reader can see the comparison with the new datasets in
figure 8.

Armed with a model fully consistent with all the preliminary nuclear observables, we
can finally compare our prediction for the p̄/p ratio with the data.

In figure 10 we show this comparison. The computation of the secondary flux is per-
formed using the fiducial value of the cross sections provided by [14], and the associated
uncertainty is shown as a blue band.

We conclude that, even without considering all the relevant uncertainties associated
with propagation or injection slopes, our predictions for the p̄/p are in good agreement with
the preliminary data in the entire energy range. Our findings are then in agreement with the
conclusions of [63], although our analysis relies on the B/C data from the same experiment
for the assessment of the propagation model.

6 Conclusions

We presented a revisited study of the dominant uncertainties in the determination of the CR
secondary antiproton spectrum.

– 16 –

Evoli, Gaggero, Grasso JCAP 2015 

Figure 2: The combined total uncertainty on the predicted secondary p̄/p ratio, superim-
posed to the new Ams-02 data.

that an additional source of uncertainty that we do not include consists in the uncertainties
a↵ecting the energy loss processes. These are however expected to be relevant only at small
energies and in any case to have a small impact.

Finally, antiprotons have to penetrate into the heliosphere, where they are subject to the
phenomenon of solar modulation (abbreviated with ‘SMod’ when needed in the following). We
describe this process in the usual force field approximation [44], parameterized by the Fisk
potential �F , expressed in GV. As already mentioned in the Introduction, the value taken
by �F is uncertain, as it depends on several complex parameters of the solar activity and
therefore ultimately on the epoch of observation. In order to be conservative, we let �F vary
in a wide interval roughly centered around the value of the fixed Fisk potential for protons �p

F

(analogously to what done in [22], approach ‘B’). Namely, �F = [0.3, 1.0] GV ' �p
F ± 50%. In

fig. 1, bottom right panel, we show the computation of the ratio with the uncertainties related
to the value of the Fisk potential in the considered intervals. Notice finally that the force field
approximation, even if ‘improved’ by our allowing for di↵erent Fisk potentials for protons and
antiprotons, remains indeed an e↵ective description of a complicated phenomenon. Possible
departures from it could introduce further uncertainties on the predicted p̄/p, which we are not
including. However it has been shown in the past that the approximation grasps quite well the
main features of the process, so that we are confident that our procedure is conservative enough.

Fig. 2 constitutes our summary and best determination of the astrophysical p̄/p ratio and
its combined uncertainties, compared to the new (preliminary) Ams-02 data. The crucial
observation is that the astrophysical flux, with its cumulated uncertainties, can reasonably well
explain the new datapoints. Thus, our first —and arguably most important— conclusion is

6

Giesen + JCAP 2015

such high Va would have considerable impact on the antiproton spectrum, the effect on the
boron flux would be more dramatic. Due to the lower threshold energy for boron compared to
antiproton production, there is more low energy boron available which can be reshuffled to high
energies through reacceleration (see figure 7). Large Va leads to a bump in B/C – not seen in the
AMS-02 data. In order to investigate the compatibility further, we perform a simultaneous fit
to the B/C and antiproton spectra of AMS-02. Again we include p̄AMS-02/p̄PAMELA to constrain
solar modulation.
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Figure 10: Best fit spectra of the combined B/C + p̄ fit.

The favored parameters of the joined fit are shown in the last column of table 6, the corre-
sponding fluxes and uncertainties are depicted in figure 10. Remarkably, B/C and antiprotons
can be fit simultaneously with �2/d.o.f. < 1. This implies that both spectra are, indeed, con-
sistent with pure secondary production. The fit is considerably better than one may conclude
by eye due to correlations in the uncertainties in ⌃source

ij . Nevertheless, we observe a clear
rise in �2

p̄ compared to the fit without B/C. In the high energy regime, there appears a slight
offset between predicted antiproton flux and data which is, however, within the margin of cross
section uncertainties. The increase in �p̄ is indeed mainly driven by the low energy spectrum.

27

Reinert & Winkler JCAP 2018

Propagation models fitted on AMS-02 B/C data. 
Greatest uncertainty set by nuclear cross sections. 

Background antiproton can explain data naturally,  
mainly because of the small diffusion coefficient  

slope indicated by B/C. 



�13

Two halo transport model

Cosmic rays are allowed to experience a different type of diffusion when  
they propagate closer to the Galactic plane  

 

10

kinetic energy (GeV)
1 10 210 310

/p
 ra

tio
p

-610

-510

-410

PAMELA

AMS-02

OHM

THM predictions

kinetic energy (GeV)
1 10 210 310

re
la

tiv
e 

un
ce

rta
in

ty

-1

-0.5

0

0.5

1

total
propagation and injection
cross sections
solar modulation

FIG. 6. Top: p̄/p ratio as function of kinetic energy. Model calcu-
lations are shown in comparison with new data from AMS-02 [10]
and PAMELA [6]. The solar modulation level is set to � = 500MV.
The production cross-sections are evaluated using the MC genera-
tor EPOS LHC model [45]. Bottom: estimated uncertainties for the
p̄/p ratio arising from CR injection and propagation, production
cross-sections, and solar modulations.

certainties are reviewed in the bottom panel of the Fig. 6,
showing the contributions from injection and propaga-
tion, production cross-sections, and solar modulation. In
principle, the CR propagation parameter uncertainties
already included the solar modulation uncertainties, be-
cause they have been accounted in the MCMC procedure.
However, charge-sign and mass dependent solar modula-
tion e↵ects are in general expected due to particle drift
or adiabatic losses of CRs in the heliosphere, that are
unaccounted by the force-field model. Hence the use of
CR proton data does not provide safe constraints on the
solar modulation of antiprotons. Following Giesen et al.
[15], we have varied the solar modulation potential from
200 MeV to 700 MeV to estimate this error. This esti-
mate encompasses the level modulation asymmetry be-
tween protons and antiprotons, that we have tested using
the model of Cholis & Hooper [46]. The solar modula-
tion error is dominant at 1 GeV/n of energy and becomes
negligible at 15 GeV/n in comparison with the uncertain-

ties of the experimental data. A large uncertainty factor
comes from antiproton production cross-sections. The
figure shows that the cross-section contribution is 10% at
1 GeV/c and increases slowly with energy to become 18%
at about 1 TeV/c. The calculations of these errors can
be found in AppendixA. In the high-energy region, errors
are dominated by uncertainties in CR injection and prop-
agation parameters. In contrast to other works [15], our
fitting procedure lead to a unique astrophysical uncer-
tainty factor which include the errors from propagation
e↵ects and those induced by primary nuclei. However no
appreciable correlation is found the two contributions.
At kinetic energy above ⇠ 100GeV, this uncertainty is
at the level of ⇠ 30% and it is limited by the experi-
mental errors of the high-energy B/C ratio. Parameters
describing CR injection spectra of protons and He are
better constrained with the existing data, although their
contribution to the total p̄/p uncertainty band becomes
non-negligible at high energies. In summary, under our
scenario of spatial-dependent CR propagation, the pre-
dictions for the p̄/p ratio appear to be fairly consistent
with the AMS-02 data, within the present level of un-
certainty, showing no striking evidence for an antiproton
excess. We note, nevertheless, that the dominant contri-
bution to the uncertainties is related to CR propagation.
Hence the situation will become more transparent with
the availability of precise B/C data at TeV/n energies
[2].

F. Positrons

Similarly to antiprotons, secondary positrons are gen-
erated by collisions of CR hadrons with the ISM. Thus
we consider the absolute flux of CR positrons rather
than positron fraction e+/(e� +e+), because it permits
to avoid further assumptions on the injection spectrum
of primary electrons. The predicted flux of secondary
positrons is shown in the top panel of Fig. 7. The black
solid line represents the THM model calculations under
the best-fit parameter set, while the shaded band is the
corresponding total uncertainty. The positron flux pre-
dicted by our model is significantly harder than that aris-
ing from the OHM setting. The main reason for this dif-
ference is that CR positrons detected at Earth have spent
a large fraction of their propagation time in the region
close to the Galactic disk. Given the shallow di↵usion of
CRs in the inner halo, the flux steepening e↵ect induced
by di↵usive propagation is expected to be milder for the
THM model, in comparison with standard OHM calcu-
lations. In addiction to di↵usive propagation, however,
energy losses arising from synchrotron radiation and in-
verse Compton processes have an important impact in
reshaping the spectrum of charged leptons. For these ef-
fects, the energy loss rate is of the type b(E) = b0E2, with
b0 ⇠= 1.4⇥10�16 GeV�1 s�1 [12]. The time-scale of these
processes is ⌧ = (b0E)�1, so that the typical di↵usion
scale distance is of the order of � ⇠

p
⌧ D. More pre-

7

parameter unit best-fit posterior mean posterior mode 1�-low 1�-up 2�-low 2�-up

L kpc 5.67 6.71 4.15 . . . . . . . . . . . .
D0 1028 cm2 s�1 1.92 1.83 2.20 0.75 4.99 0.50 4.99
� . . . 0.15 0.18 0.13 0.004 0.312 0.003 0.522
� . . . 0.52 0.58 0.55 0.426 0.823 0.240 1.076
⇠ . . . 0.15 0.19 0.12 0.090 0.593 0.080 0.594
� . . . 0.36 0.42 0.42 0.212 0.923 0.200 1.119
�⌫ . . . 0.096 0.096 0.100 0.064 0.132 0.030 0.145
⌫ . . . 2.27 2.30 2.28 2.14 2.47 2.09 2.55

TABLE II. Results of the MCMC scan for the transport and injection parameters in terms of best-fit values, posterior means, and
posterior modes, along with their bounds for 1� � and 2� � fiducial ranges.
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FIG. 2. Model calculations and uncertainties for proton, He and
C spectra compared with the experimental data [6, 7, 9].

propagation e↵ect may mitigate the spectral di↵erence
between the two species, the hypothesis of universal in-
jection (�⌫ = 0) is ruled out at 95% of confidence level.
These results stand within the conception that the p/He
anomaly is ascribed to intrinsic properties of accelera-
tors [28, 31]. Besides, Eq. 8 illustrates clearly the de-
generacies between parameters describing transport and
injection which involve combinations such as ⇠ L/D0 or
⌫+�. Similarly to standard di↵usion models, complemen-
tary information from secondary CR nuclei is required to
break these degeneracies.

C. Secondary/primary ratios

In fragmentation processes of relativistic CR nuclei
with the ISM, the kinetic energy per nucleon of secondary
fragments (s) is approximately the same of that of their
progenitor nuclei (p). Hence the for p ! s fragmenta-
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FIG. 3. Top: model calculations and uncertainty band for the
B/C ratio in comparison with the experimental data [6, 37–40].
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tion reactions, the “source term” of secondary nuclei is
approximately given by Qs / Jp. Thus the approximate
THM behavior of secondary-to-primary ratios as function
of rigidity reads:

Js/Jp ⇠
L

D0

"
⇠ +

1� ⇠

�

✓
R

R0

◆��
#✓

R

R0

◆��

. (9)
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recently observed in CR protons and nuclei. Possible ap-
proaches to model these features involve [3, 28]: (i) intro-
duction of multi-component populations for the CR flux;
(ii) revisitation of CR injection, Qpri(R), reflecting non-
linear and/or time-dependent DSA; or (iii) modification
of CR di↵usion, D(R), accounting for nonlinear e↵ects
in CR propagation or spatial-dependent di↵usion. Here
we adopt the latter scenario which is well supported by
recent works and, as we will show, it leads in general to
conservative predictions for the production of secondary
antiparticles in the ISM.

B. Numerical implementation

We set up a spatial dependent scenario of CR prop-
agation in two halos, which is the simplest physically
consistent generalization of the standard models that
are able to account for the recent observations of CR
hadrons. It consists in allowing CRs to experience a
di↵erent (shallower) type of di↵usion when they prop-
agate in the proximity of the Galactic disk. In prac-
tice, this idea is implemented by splitting the cylindrical
propagation region into two z-symmetric halos charac-
terized by di↵erent di↵usion properties: the inner halo,
which surrounds the disk for a few hundred pc, and the
outer halo, an extended regions of a few kpc which sur-
rounds the inner halo. Numerically, our model is im-
plemented under the DRAGON code of CR propagation,
which is well suited for handling CR di↵usion in inho-
mogeneous media [29]. We introduced a modification of
the finite-di↵erencing scheme in the solver [26, 27], in
order to obtain a spatial-dependent and non-separable
di↵usion coe�cient D = D(z,R). To test CR di↵usion
close to the Galactic disk, we set up a non-equidistant
spatial grid where the pitch from two consecutive nodes
increases with the coordinate |z|. We adopt a di↵usion
coe�cient of the following form:

D(R, z) =

8
><

>:

D0�⌘
⇣

R
R0

⌘�
(|z| < ⇠L)

�D0�⌘
⇣

R
R0

⌘�+�

(|z| > ⇠L)
(2)

where a connecting function of the type F (z) = (z/L)n

is used to ensure a smooth transition of the parameters
� and � across the two zones [27]. The parameter D0

sets the normalization of the di↵usion in the disk at the
reference rigidity R0 ⌘ 0.25GV, while �D0 is used for
the outer halo. The low-energy di↵usion is shaped by the
factor �⌘, where � = v/c is the particle velocity divided
by the speed of light and ⌘ is set to be �0.4 [29]. The
parameter � is the di↵usion scaling index in the inner
halo (with |z| < ⇠L) while �+� is that of the outer halo
(⇠L < |z| < L), and L is the half-height of the whole
di↵usion region.

This scenario of CR propagation is supported by radio
observation on other galaxies such as NGC 891, NGC
253 or M51 [30] and favored by the observed level of CR

anisotropy at multi-TeV energies [27]. Interpretations at
the origin of the two zones have been proposed in terms of
di↵erent types of Galactic turbulence, e.g., SNR-driven
and CR-driven turbulence that are supported by �–ray
observations on latitudinal and radial dependence of CR
spectra [23]. It was recently argued that two di↵usion
regimes may be connected with advective CR tansport on
self-induced Galactic wind [21]. In this work we use the
data to constraint the relevant parameters of CR trans-
port in the two regions, namely, D0, �, �, �, L, and ⇠.
In addition to the six transport parameters, we introduce
two parameters describing injection: the spectral index ⌫
of proton injection, and the spectral index di↵erence �⌫
between protons and all other primary nuclei such as He,
C, O, Fe. The latter parameter accounts for the recently
observed spectral di↵erence between proton and He [6, 9],
being the former �⌫-times steeper than the latter. Since
no spectral di↵erences have been observed on heavier nu-
clei, we adopt the same slope for all Z > 1 primary spec-
tra. With the use of non-universal injection indices we
are ascribing the origin of the observed p/He anomaly
to an intrinsic DSA acceleration mechanism, as proposed
recently [31]. Note however that there are explanations
for the p/He anomaly which do not require composition-
dependent acceleration mechanisms [19, 22, 28].

C. Parameter sampling and data sets

parameter units prior minimum maximum

L kpc 6.8 2.5 9.5
D0 1028 cm2 s�1 1.7 0.5 5.0
� . . . 0.16 0. 0.6
� . . . 0.56 0.2 1.2
⇠ . . . 0.14 0.08 0.6
� . . . 0.35 0.2 1.2
�⌫ . . . 0.09 0.03 0.15
⌫ . . . 2.27 2.0 2.6

TABLE I. Prior values and ranges for the injection and transport
parameters.

Our scan operates in a eight-dimensional parame-
ter space. To perform an e�cient sampling, we make
use of the MCMC method based on the Bayesian in-
ference. Recent works demonstated that the MCMC
method is a practical and powerful tool for CR propa-
gation physics analysis [24, 32–35]. Bayesian inference is
about the quantification and propagation of uncertain-
ties, expressed in terms of probability, in light of obser-
vations of the system. Our specific goal is to estimate
the probability density functions (PDFs) of our set of
free parameters for the following inputs: (i) an underly-
ing model of CR propagation which provides the link be-
tween physics observables and parameters: (ii) a defined
sets of experimental data, and (iii) the prior distributions
of the input parameters. The output PDFs are given as
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10
�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =

1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why
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describe well solar modulation at rigidities R <
⇠ 5GV,

and more work is needed to interpret the low rigidity
data in a reliable way.

We have emphasized the importance of the antiproton
production cross-section for a reliable estimate of the an-
tiproton flux. Adopting the more recent cross-section
model from [41], rather than the Galprop default [40],
has little impact on the fit near mDM ⇡ 80GeV, but the
different energy dependence of the cross-section models
leads to a change in the DM limits for light and heavy
DM.

In FIG. 4 we summarize the result of our fit and show
both the evidence for a DM component in the CR an-
tiproton flux, as well as limits on the DM annihilation
cross-section. The systematic uncertainty on the exclu-
sion limit is shown as an uncertainty band obtained from
the envelope of the various fits presented in FIG. 3. In
our baseline scenario (solid line), we can exclude ther-
mal DM with h�vi ⇡ 3 ⇥ 10

�26 cm3s�1 annihilating
into bb̄ for DM masses below about 50GeV and in the
range between approximately 150 and 1500GeV. Even
considering our most conservative propagation scenario,
we achieve strong limits and can exclude thermal DM
below about 50 GeV and in the range between approxi-
mately 150 and 500 GeV. The results for other hadronic
annihilation channels, and for annihilation into ZZ and
W+W� final states are very similar; in the supplemen-
tary material we provide limits for DM annihilation in
into W+W� as a further explicit example.

In comparison with the results derived in [49] from
gamma-ray observations of nearby dwarf galaxies, we im-
prove the annihilation cross-section limits by a factor of
⇠ 4 for all DM masses except those around 80 GeV. We
also see from FIG. 4 that, similarly to the DM interpre-
tation of the Galactic center gamma-ray excess, the pre-
ferred region of a DM signal in the antiproton flux is in
tension with the dwarf galaxy constraints. However, this
tension can be relieved with a more conservative estimate
of the DM content of the dwarf galaxies [50]. Also, a
recent analysis using new discovered dwarfs galaxies [51]
actually provides weaker limits, also shown in FIG. 4, fur-
ther relieving the tension.

SUMMARY AND CONCLUSION

In conclusion, the very accurate recent measurement
of the CR antiproton flux by the AMS-02 experiment
allows to achieve unprecedented sensitivity to possible
DM signals, a factor ⇠ 4 stronger than the limits from
gamma-ray observations of dwarf galaxies.

Further, we find an intriguing indication for a DM
signal in the antiproton flux, compatible with the DM
interpretation of the Galactic center gamma-ray excess.
A deeper examination of such a potential signal would
require a more accurate determination of the antipro-

FIG. 4: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, and limits on the DM
annihilation cross-section into bb̄ final states. The grey
shaded uncertainty band is obtained from the envelope
of the various fits presented in FIG. 3. For comparison

we show limits on the annihilation cross-section
obtained from gamma-ray observations of dwarf
galaxies [49, 51], and the thermal value of the

annihilation cross-section, h�vi ⇡ 3⇥ 10
�26 cm3s�1.

ton production cross-section, to constrain the flux of sec-
ondary antiprotons, as well as an accurate modeling of
solar modulation at low rigidities of less than about 5GV.

Note added: After our submission we became aware of
a similar work by [52]. They perform an analysis using
methodologies analogous to the ones of this letter and
find results consistent with ours.
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Figure 13: Constraints on dark matter annihilation into bb̄ and WW derived from the antiproton and
B/C data of AMS-02. Expected limits are also shown.
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alone adding a tine DM contribution  



Antiproton production cross sections

Source term 
i, j = proton, helium 
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of cross section parameterization in order to determine
the accuracy required on cross section measurements so
to match AMS-02 accuracy. Our aim is to provide, for
the first time, quantitative indications for future high-
energy experiments about the kinematical regions and
the precision level they should cover, in order to induce
uncertainties in p̄ flux which do not exceed the uncer-
tainty in present CR data.
This paper is structured as follows. In Sec. I we re-
view the main steps for the calculation of the antiproton
source term starting from the invariant cross section. In
Sec. II we explain how we invert this calculation in or-
der to assign uncertainty requirements on the di↵eren-
tial cross section. The results are presented in Sec. III
and are summarized in Sec. IV.

I. THEORETICAL FRAMEWORK FOR THE
COSMIC ANTIPROTON SOURCE SPECTRUM

Antiprotons in our Galaxy are dominantly produced
in processes of CR nuclei colliding with ISM. Hence, the
ingredients to calculate the p̄ source term, i.e. the num-
ber of antiprotons per volume, time, and energy, are the
flux of the incident CR species i, �i, and the density of
the ISM component j, where, in practice, both i and j
are p and He. The source term for secondary antipro-
tons is given by a convolution integral of the CR flux,
the ISM targets and the relevant cross section:

qij(Tp̄) =

1Z

Tth

dTi 4⇡ nISM,j �i(Ti)
d�ij

dTp̄
(Ti, Tp̄). (1)

Here nISM is the ISM density and Tth the production
energy threshold. The factor 4⇡ corresponds to the al-

FIG. 1. Recent flux measurements for CR protons, helium,
and antiprotons by AMS-02 [3, 4, 12], PAMELA [1, 25], and
CREAM [26]. The energy-di↵erential fluxes � are given as
function of kinetic energy per nucleon T/n. Furthermore,
the IS fluxes, demodulated in the force-field approximation
with an modulation potential of �� = 600+100

�200 MV, are pre-
sented.

ready executed angular integration of the isotropic flux
�. The according fluxes are known precisely at the top
of the Earth’s atmosphere (TOA) due to AMS-02 mea-
surements [3, 4] presented in Fig. 1, together with the
results from the precursor satellite-borne PAMELA ex-
periment [1, 25] and the data from the balloon-borne
CREAM detector at higher energies [26]. At low en-
ergies E <⇠ 20 GeV/nucleon (in the following GeV/n)
the charged particles arriving at the Earth are strongly
a↵ected by solar winds, commonly referred to as solar
modulation [27, 28], given their activity modulation on a
cycle of roughly 11 years. We will work with interstellar
(IS) quantities. The p and He IS fluxes are inferred by
demodulated AMS-02 data, which we obtain within the
force-filed approximation [29] assuming an average Fisk
potential of �� = 600 MeV for the period of data tak-
ing [30, 31]. More complete studies on solar modulation
take into account time dependent proton flux data from
PAMELA and recent ISM flux measurements by VOY-
AGER [32–34]. They find similar values for ��. The
source term derivation only includes incoming proton
energies Ep > 7mp ⇠ 6.6 GeV (Ep > 4mp) correspond-
ing to the p̄ production threshold in pp (pHe) collisions.
For these energies the solar modulation, which becomes
negligible above a few 10 GeV, agrees reasonably well
with the simple force-field approximation. The scatter-
ing sights are the ISM elements H and He with density
given by 1 and 0.1 cm�3 in the Galactic disk respec-
tively.
The final essential ingredient to calculate the source

term is the cross section corresponding to the produc-
tion reaction CRi + ISMj ! p̄+X

d�ij

dTp̄
(Ti, Tp̄), (2)

FIG. 2. Energy-di↵erential antiproton production cross sec-
tion from pp collisions in LAB frame as function of proton
and antiproton kinetic energy Tp and Tp̄, respectively. The
shown cross section is derived from the Di Mauro et al. [22]
parameterization (their Eq. 12).
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Cosmic antiproton data are very precise:  
production cross sections should be known with high accuracy 

in order not to introduce high theoretical uncertainties 



Parameter space to be covered by 
future high energy experiments 

Fixed target Lab frame

AMS02 accuracy is reached if ppàpbar cross section is measured with  
3%  accuracy inside the regions, 30% outside. 
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New fixed-target data for the antiproton XS

pp —> pbar+X 

NA61 (Aduszkiewicz Eur. Phys. J. C77 (2017)) 

Tp = 31, 40, 80, 158 GeV
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violated. The two analyses pointed out two issues not
considered in previous parameterizations: isospin viola-
tion and hyperon induced production. In order to cal-
culate the total amount of antiprotons produced in our
Galaxy, one has to include all the particles which decay
into antiprotons, namely antineutrons and antihyper-
ons. Traditionally, it has been assumed that antiproton
and antineutron production in pp collisions is equal, and
the antiproton source term has simply been multiplied
by a factor 2 to account for the contribution from an-
tineutron decays. Indeed, NA49 data [27] indicate an
enhanced production of antineutrons with respect to the
antiproton one. Following [16], we consider a

p
s depen-

dent isospin violation, which is estimated not to exceed
20%. The second issue has a similar origin. A fraction
of the total antiproton yield originates from an inter-
mediate antihyperon, which subsequently decays to an
antiproton. The NA49 collaboration explicitly corrects
and subtracts antiprotons originating from hyperons.
However, the hyperon correction in older experiments is
not always clearly taken into account, and data are not
easily comparable. The usual assumption is that those
experiments were not able to distinguish between pri-
mary (prompt) antiprotons and intermediate hyperon
states, and contain a hyperon contamination which is
of the order of 30%-60%. In an update of [13], Winkler
[16] discusses the energy dependence of isospin viola-
tion and hyperon production. Furthermore, he points
out that the scaling invariance of the cross section is
broken above

p
s = 50 GeV such that the pT-shape

and normalization of the cross section require to be ad-
justed. High-energy collider data are used to specify
and parametrize the scaling violation. Finally, abovep
s=10 GeV the analytic result in [16] agrees with the

Monte Carlo approach by KMO, hinting that towards
high energies the descriptions become robust, which is
expected since the cross sections are constrained by pre-
cise NA49 and LHC data. Below 10 GeV the situation
is di↵erent, because the relevant data taken in the 70’s
or 80’s incorporate large (systematic) uncertainties.

Very recently the NA61 experiment published an-
tiproton cross section measurements at four di↵erent
CM energies

p
s=7.7, 8.8, 12.3 and 17.3 GeV, corre-

sponding to beam proton energies Tp=31, 40, 80, and
158 GeV, respectively [24]. The data are corrected for
hyperons and, compared to NA49, extend to lower

p
s.

To see how much the NA61 data improve our knowl-
edge about the pp antiproton source term, we conduct
the following exercise. We calculate the fraction of the
pp source term originating from the kinematic param-
eter space of the cross section which is experimentally
determined by NA49 and NA61, respectively. Fig. 1
shows this fraction normalized to the total pp source
term, i.e. integrated on the whole kinematic parame-
ter space. In more detail, the source term in Eq. (1)
contains an integral over Tp, or equivalently

p
s, while

NA49 data are taken for one fixed value of
p
s. In or-

der to extract meaningful results we have to know the

FIG. 1. Fraction of the pp source term originating from
the kinematic parameter space of the cross section which is
experimentally determined by NA49 and NA61. The con-
tribution is normalized to the total pp source term. The
NA61 data are taken for

p
s = 7.7 GeV to 17.3 GeV (blue

dot-dashed line), while the NA49 is taken at
p
s = 17.3 GeV

and here assumed to be valid in the range 15-20 GeV (solid
red line). The red dashed line is obtained assuming that the
NA49 data are valid in the

p
s range from 10 to 50 GeV,

while the dotted blue one is obtained extending the validity
of NA61 data up to

p
s = 50 GeV.

cross section over a non-zero range in
p
s. A conserva-

tive assumption is that the NA49 cross section is known
in a small range around 17.3 GeV, we choose

p
s = 15

to 20 GeV. From Fig. 1 we draw the conclusion that
the experimental data of NA49 (narrow

p
s range) con-

tributes 20% to the antiproton source spectrum, peaks
around Tp̄ = 30 GeV, and quickly decreases towards
smaller or larger energies. The information contained
in this data gets totally negligible for Tp̄ < 15 GeV and
Tp̄ > 70 GeV. In contrast to NA49, the NA61 exper-
iment performed runs also at lower

p
s, which signifi-

cantly improve the coverage of the contribution to the
source spectrum. The experimental data of NA61 ac-
count for up to 70% and peak at Tp̄ around 8 GeV. As a
matter of fact, the contribution of the true experimen-
tal data to the total source spectrum covers a relatively
small range inTp̄. One might wonder how this can lead
to an accurate determination of the source term spec-
trum. The reason is the theoretical assumption of scal-
ing invariance, according to which the cross section is
independent of

p
s in a range from 10 to 50 GeV [16]. In

other words, we can pretend to know the cross section
from

p
s = 10 to 50 GeV from a single measurement

within the range. We therefore extend the validity of
both the experiments accordingly. The results in Fig. 1
show that the NA49 parameter space can contribute be-
tween 70% and 80% from Tp̄ ⇠ 10 to 100 GeV. Above
this energy, the determination of the source spectrum
requires further data at large

p
s describing the scaling

pHe —> pbar + X 

LHCb (Graziani et al. Moriond 2017) 

                             

Tp = 6.5 TeV
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violation. The extended NA61 data coincide with NA49
above Tp̄ ⇠ 20 GeV, while significantly improving the
coverage of the source spectrum at lower energies down
to 5 GeV. Baseline for our calculation in Fig. 1 is the
cross section parametrization derived later in this paper
(Param. II-B). However, the results are expected to be
robust against changing the actual parametrization.

The conclusion of this exercise is that, in order to con-
strain the pp source term for Tp̄

<⇠ 5 GeV, it is necessary
to have additional low-energy data available. Indeed,
the currently available cross section measurements be-
low

p
s ⇡ 7 GeV contain large systematic uncertainties,

such that a good determination is hard to obtain. We
notice that it would be useful to collect precise data
at low

p
s to fix the antiproton spectrum in all the en-

ergy range where CR data are now provided with an ex-
tremely high accuracy [12]. Especially, progress could
be made by a p + p ! p̄ + X experiment at energies
below

p
s = 7 GeV. In Appendix B we show how data

from NA61 at
p
s = 6.3 GeV could improve the cross

section coverage of the pp source term. A detailed study
of the complete relevant parameter space is discussed in
DKD17.

B. The nuclear channels

In addition to the production of antiprotons from pp
scatterings, the pHe and Hep channels contribute a large
fraction of the total source term. This information may
be inferred from Fig. 2, where we plot the relative contri-
bution of each production channel obtained by changing

FIG. 2. Relative contribution of the various production
channels to the total secondary antiproton source spectrum.
The four dominant channels pp, pHe, Hep, and HeHe are
given individually. We group heavy CR nuclei scattering o↵
hydrogen and helium in the ISM: CNO, NeMgSi, Fe, and
LiBeB. By heavy ISM we denote CR proton and helium
scattering o↵ the rare ISM components CNONeMgSiFe.

the incoming CR nuclei and the ISM components. The
production cross sections are taken from the results we
present in Sec. III (Param. II-B). In the figure, pp, pHe,
Hep, HeHe label the CR-ISM nucleus. For heavier CR
nuclei, we group the reactions of LiBeB, CNO, Fe and
NeMgSi CR nuclei over the ISM (p and He). We also
consider the contribution from CR p and He scattering
o↵ the subdominant heavy ISM components accounted
for the CNONeMgSiFe nuclei. The CR fluxes have been
taken as follows: p from [3], He from [4], Li, Be and B
from [28], C and O from [29], N from [30], while for
all the heavier nuclei we apply the rescaling to oxygen
flux as in [31]. For the ISM composition, we assume
nH = 1 cm�3, nHe = 0.1nH, while the abundance for
heavier nuclei is taken from [32]. It is clear from the fig-
ure that the channel involving He, both projectile and
target, constitute 30-40% of the total spectrum depend-
ing on the antiproton energy. The heavier primary CNO
nuclei contribute a non negligible few percent at the
AMS energies. All the other contributions considered
in this study turn out to be negligible.

Until very recently the cross sections involving He
nuclei were not experimentally determined, and all cal-
culations rely on re-scaling and extrapolation from pp
and pA measurements, where A is typically carbon, but
sometimes heavier nuclei up to lead. The strategy for
re-scaling was either based on Monte Carlo simulations,
as performed with DTUNUC at low energies [21] or
KMO at high energies, or on fitting parameterizations
to the scarce pA data, as performed by Duperray et al.
[33]. The LHCb collaboration provides now the first
ever measurement of p+He ! p̄+X [25], where the in-
cident LHC protons of 6.5 TeV momentum scatter o↵ a
fixed-target helium (corresponding to

p
s = 110 GeV).

The LHCb detector can measure antiprotons with a mo-
mentum between 10 and 100 GeV and transverse mo-
mentum varying between 0.5 and 3.4 GeV. In [34] these
data are compared to the parametirization of [16] show-
ing reasonable agreement. Fig. 3 shows the fraction of
the LHCb parameter space to the pHe and Hep source
terms. We make the conservative assumption that the
cross section is only known in a small (roughly 10%)
range around the measured

p
s. In this case, the con-

tribution to the pHe channel is at the permille level,
peaking at an energy between between 10 and 100 GeV,
while the contribution to the Hep channel is significantly
larger at the 4% level. The di↵erent coverage of the
pHe source spectrum in the inverse Hep kinematic con-
figuration depends on the fact that in the CM frame
all but one LHCb data points correspond to backwards
scattering in the pHe system, or equivalently forwards
scattering in the Hep system. The source term integral
in Eq. (1) enhances the high-energy forward scattering
due to the convolution with the steeply falling CR flux.
Since in any case the contribution of the LHCb data
to the source terms is very small, it is impossible to
base the calculation of the p+He ! p̄+X production
solely on LHCb data. In the parameterization of the
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violated. The two analyses pointed out two issues not
considered in previous parameterizations: isospin viola-
tion and hyperon induced production. In order to cal-
culate the total amount of antiprotons produced in our
Galaxy, one has to include all the particles which decay
into antiprotons, namely antineutrons and antihyper-
ons. Traditionally, it has been assumed that antiproton
and antineutron production in pp collisions is equal, and
the antiproton source term has simply been multiplied
by a factor 2 to account for the contribution from an-
tineutron decays. Indeed, NA49 data [27] indicate an
enhanced production of antineutrons with respect to the
antiproton one. Following [16], we consider a

p
s depen-

dent isospin violation, which is estimated not to exceed
20%. The second issue has a similar origin. A fraction
of the total antiproton yield originates from an inter-
mediate antihyperon, which subsequently decays to an
antiproton. The NA49 collaboration explicitly corrects
and subtracts antiprotons originating from hyperons.
However, the hyperon correction in older experiments is
not always clearly taken into account, and data are not
easily comparable. The usual assumption is that those
experiments were not able to distinguish between pri-
mary (prompt) antiprotons and intermediate hyperon
states, and contain a hyperon contamination which is
of the order of 30%-60%. In an update of [13], Winkler
[16] discusses the energy dependence of isospin viola-
tion and hyperon production. Furthermore, he points
out that the scaling invariance of the cross section is
broken above

p
s = 50 GeV such that the pT-shape

and normalization of the cross section require to be ad-
justed. High-energy collider data are used to specify
and parametrize the scaling violation. Finally, abovep
s=10 GeV the analytic result in [16] agrees with the

Monte Carlo approach by KMO, hinting that towards
high energies the descriptions become robust, which is
expected since the cross sections are constrained by pre-
cise NA49 and LHC data. Below 10 GeV the situation
is di↵erent, because the relevant data taken in the 70’s
or 80’s incorporate large (systematic) uncertainties.

Very recently the NA61 experiment published an-
tiproton cross section measurements at four di↵erent
CM energies

p
s=7.7, 8.8, 12.3 and 17.3 GeV, corre-

sponding to beam proton energies Tp=31, 40, 80, and
158 GeV, respectively [24]. The data are corrected for
hyperons and, compared to NA49, extend to lower

p
s.

To see how much the NA61 data improve our knowl-
edge about the pp antiproton source term, we conduct
the following exercise. We calculate the fraction of the
pp source term originating from the kinematic param-
eter space of the cross section which is experimentally
determined by NA49 and NA61, respectively. Fig. 1
shows this fraction normalized to the total pp source
term, i.e. integrated on the whole kinematic parame-
ter space. In more detail, the source term in Eq. (1)
contains an integral over Tp, or equivalently

p
s, while

NA49 data are taken for one fixed value of
p
s. In or-

der to extract meaningful results we have to know the

FIG. 1. Fraction of the pp source term originating from
the kinematic parameter space of the cross section which is
experimentally determined by NA49 and NA61. The con-
tribution is normalized to the total pp source term. The
NA61 data are taken for

p
s = 7.7 GeV to 17.3 GeV (blue

dot-dashed line), while the NA49 is taken at
p
s = 17.3 GeV

and here assumed to be valid in the range 15-20 GeV (solid
red line). The red dashed line is obtained assuming that the
NA49 data are valid in the

p
s range from 10 to 50 GeV,

while the dotted blue one is obtained extending the validity
of NA61 data up to

p
s = 50 GeV.

cross section over a non-zero range in
p
s. A conserva-

tive assumption is that the NA49 cross section is known
in a small range around 17.3 GeV, we choose

p
s = 15

to 20 GeV. From Fig. 1 we draw the conclusion that
the experimental data of NA49 (narrow

p
s range) con-

tributes 20% to the antiproton source spectrum, peaks
around Tp̄ = 30 GeV, and quickly decreases towards
smaller or larger energies. The information contained
in this data gets totally negligible for Tp̄ < 15 GeV and
Tp̄ > 70 GeV. In contrast to NA49, the NA61 exper-
iment performed runs also at lower

p
s, which signifi-

cantly improve the coverage of the contribution to the
source spectrum. The experimental data of NA61 ac-
count for up to 70% and peak at Tp̄ around 8 GeV. As a
matter of fact, the contribution of the true experimen-
tal data to the total source spectrum covers a relatively
small range inTp̄. One might wonder how this can lead
to an accurate determination of the source term spec-
trum. The reason is the theoretical assumption of scal-
ing invariance, according to which the cross section is
independent of

p
s in a range from 10 to 50 GeV [16]. In

other words, we can pretend to know the cross section
from

p
s = 10 to 50 GeV from a single measurement

within the range. We therefore extend the validity of
both the experiments accordingly. The results in Fig. 1
show that the NA49 parameter space can contribute be-
tween 70% and 80% from Tp̄ ⇠ 10 to 100 GeV. Above
this energy, the determination of the source spectrum
requires further data at large

p
s describing the scaling

Fraction of the pp source term covered  
by the kinematical parameters space 

5

pHe cross section, we will therefore rely on a re-scaling
of the pp ruled by the pC data from NA49 [35], taken atp
s = 17.3 GeV. Their contribution to the source term,

as visible in Fig. 3, is comparable in energy and amount
to the pp contribution from NA49.

The important conclusion from Fig. 3 is that the cur-
rent LHCb data are not yet su�cient to give a full pic-
ture of the the antiproton production spectrum in the
helium channels and its uncertainties. The contribution
of the incoming p or He at the highest energy contribute
only a small fraction to the produced antiprotons, in
particular, referring to AMS-02 energies. This result
is due to the fact that during the computation of the
source spectrum the cross section is folded with an inci-
dent beam, namely the CR flux, which follows an energy
power law with index of about �2.7. Nonetheless, the
LHCb data contain valuable information: It shows for
the first time how well the rescaling from the pp chan-
nel applies to a helium target and how the cross section
extrapolation to high energies works. Moreover, finding
an agreement between LHCb data and predictions based
on pp and pC, increases trust in our current approaches
and models. The way to improve the contribution of
LHCb and the significance of its data is to increase the
antiproton detection threshold above 100 GeV and/or
lowering the incident proton energy below 1 TeV. In
Appendix B we present predictions for the contribution
with LHCb data at lower CM energies. Furthermore,
we give an update of the results from DKD17 in Ap-
pendix C to determine the whole relevant parameter
space of pA cross sections to interpret AMS-02 data.
The update takes into account the asymmetry of the
cross section, namely it is given in terms of xf instead

FIG. 3. Similar to Fig. 1, but for the nuclear channel.
Fraction of the antiproton source term originating from the
kinematic parameter space of the cross section which is ex-
perimentally determined by NA49 pC and LHCb pHe data.
Each contribution is normalized to the total source term of
the specific channel.

of xR.

II. FITTING THE PROTON-PROTON
CHANNEL

The proton-proton channel is relevant since it con-
tributes about 40% of the total and, furthermore, it
is the baseline for re-scaling to heavier nuclei, and for
treating the contribution from antineuterons and hyper-
ons. Its accurate determination is of central importance,
since any uncertainty in pp directly translates into all
the other channels. In the following we test and update
the most recent analytic parametrizations by Di Mauro
et al. [23] and Winkler [16], employing the NA49 [26]
and the newly available NA61 data [24]. To reduce sys-
tematic biases we will try to discard most of the old data
sets. Before turning to the fit results, we devote sepa-
rate discussions to hyperons and isospin violation, the
cross section parameterizations, the cross section data
sets, and the fitting procedure.

A. Isospin violation and hyperons

The fits that we are going to perform are on the
prompt antiproton production, so that antineutrons or
antihyperons which subsequently decay into antiprotons
are excluded from the fit. The estimate of the antipro-
ton source term in the Galaxy requires the addition of
these contributions by re-scaling from the prompt pro-
duction

�Galaxy

inv
= �inv(2 +�IS + 2�⇤), (4)

where�IS is the enhancement factor of antineutron with
respect to antiproton production and �⇤ is the hyperon
factor2. The investigations in [16] indicate that the fac-
tors �IS and �⇤ are energy dependent. We adopt these
results and shortly repeat the analytic formulas for com-
pleteness:

�IS =
cIS
1

1 + (s/cIS
2
)c

IS
3

, (5)

with cIS
1

= 0.114, cIS
2

= (144GeV)2, and cIS
3

= 0.51 and

�⇤ = 0.81

✓
c⇤
1
+

c⇤
2

1 + (c⇤
3
/s)c

⇤
4

◆
, (6)

with c⇤
1

= 0.31, c⇤
2

= 0.30, c⇤
3

= (146GeV)2, and
c⇤
4

= 0.9. The uncertainties of these parameters have
been determined in [16]. Their impact on the antiproton
spectrum is discussed later in this paper.

2 We assume that the antiproton and antineutron production
from hyperons is equal.

Fraction of the p-nucelus source term covered  
by the kinematical parameters space 
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New high energy data analysis

1. Fit to NA61 pp —> pbar + X data 
2. Calibration of pA XS on NA49 pC —> pbar + X data 
3. Inclusion of LHC pHe —> pbar + X data

Korsmeier, FD, Di Mauro, PRD 2018
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FIG. 6. Comparison of LHCb data to the fit with Param. I-B (left) and Param. II-B (right). The grey band corresponds to 1�
uncertainty in the fit. The LHCb data agree better with Param. II and, therefore, they select this model for the high-energy
behavior of the Lorentz invariant cross section.

FIG. 7. The di↵erential cross section d�/dTp̄(p + He ! p̄ + X) (left) and d�/dTp̄(He + p ! p̄ + X) (right) for prompt
antiprotons, at the representative incident energies Tp = 20 GeV, 450 GeV and 6.5 TeV. The dashed (solid) line and the
relevant red (blue) band are the result of our analysis for Param. I and Param. II. We report for comparison some literature
estimations (see text for details). Tables with the full cross section results are provided in the supplementary material to this
paper.

C. Results

We perform four fits to determine, firstly, the good-
ness of the parametrizations (I and II) from the pp fit
for the interpretation of nuclei data and, secondly, the
impact of LHCb data by excluding (case A) or includ-
ing (case B) them in the fits. Table VI comprises the
results of all four fits. The fits with pC data alone (with-
out LHCb data) I-A and II-A converge to a �2/ndf of
1.3 and 1.1, respectively, leaving the conclusion that the
NA49 proton-carbon data fits very well to a rescaled pp

cross section. In the second step, we use the fit results
to predict the pHe cross section and to compare it to
LHCb data. Param. I shows a large di↵erence between
data and the prediction, measured by a �2/ndf from
LHCb alone of 9.3. On the other hand, Param. II gives
a �2/ndf = 1.6, hinting already the good agreement
with Param. II rescaled by the form factor fpA fixed
on pC data. Including the LHCb data in the fit does
not change the general picture. The quality of the fit
slightly improves to 8.4 and 1.4 in both cases I-B and
II-B, respectively. We conclude that Param. II results
in a much better description of the pHe data by LHCb.

LHCb data agree better with one of the two pp parameterizations. 
They select the high energy behavior of the Lorentz invariant cross section   
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The antiproton source spectrum 
11

FIG. 8. CR pHe (left panel) and Hep (right panel) antiproton source term with the uncertainty on cross sections for the best
fit of Param. I-B and II-B, i.e. with NA49 pC and LHCb pHe data.

The best fit values for all parameters are summarized
in Table VII. Our results for Param. II agree with [16]
(i.e. h⌫Hei = 1.25 there is comparable with 4D2 = 1.22
and 41�D1 = 1.27). However, for pC we obtain a 10%
lower value of 12D2 = 1.43 or 121�D1 = 1.53 instead
of h⌫Ci = 1.6. Fig. 6 displays the comparison of the
LHCb data to the cross section prediction. It is visible
that the pT-shape of Param. I does not fit well the data.
This shape is inherited from the pp data, and it is there-
fore unlikely to improve the fit by a mere refinement of
the fpA parametrization. We remind that Param. II
includes corrections to the pT-shape due to scaling vio-
lation [16]. Finally, we remark that we explicitly tried
a fit solely on LHCb data, but since the data contain,

TABLE VI. Fit quality of fpA for the di↵erent pp Param. I
and II, and for the di↵erent data sets A (NA49 pC) and
B (NA49 pC, LHCb pHe). The first row shows the result
of the fit, while the second and third rows report the split
contribution from the pC NA49 and pHe LHCb data sets. In
brackets are the numbers of data points entering in the fit.
The italic numbers are not the result of a minimization, but
the �

2 on LHCb data with the parameters fixed by NA49
pC data.

Param. I Param. II

A B A B

�
2/ndf 153.0/118 1296.3/253 131.2/118 326.3/253

�
2

NA49 153.0 (121) 155.3 (121) 131.2 (121) 131.8 (121)

�
2

LHCb 1266 (136) 1141 (136) 212.4 (136) 194.5 (136)

apart from one data point, only points for antiprotons
produced in backward direction it cannot constrain the
asymmetry imposed by D2 and the parameters D1 and
D2 turn out to be degenerate. To calculate �He+p!p̄+X

we use a generalization of Eq. (16):

fA1A2 = AD1
1

AD1
2


AD2

1

✓
1 +

N1

A1

�IS

◆
Fpro(xf ) (17)

+AD2
2

✓
1 +

N2

A2

�IS

◆
Ftar(xf )

�
.

We crosschecked the validity of this approach by taking
the pHe cross section and transforming it to the frame
where the proton is at rest. The two methods give the
same result. Similarly to Fig. 4, in Fig. 7 we report the
results for the di↵erential cross section d�/dTp̄(p+He !
p̄+X) (left panel) for the representative proton energies
Tp = 20 GeV, 450 GeV and 6.5 TeV. The right panel
contains the same information but for incoming He on p.
The conclusions are similar to the pp case. We provide
full table for the total cross sections of a number of
incident nuclei and their isotopes, and for both p and
He fixed target in the supplementary material to this
paper.
We use the fit results to calculate source terms for

the pHe and Hep production channels. To determine
the fit uncertainty we sample points from the correla-
tion matrices of the pp and pA fits (see Appendix A).
Then we use the full �2 (sum of pp and pA fit) to get
discrete realizations in the 1� envelope. The results are
shown in Fig. 8. In general, the form and uncertainty
of pHe and Hep look similar to pp, since both depends

Param II is preferred by the fits.  
The effect of LHCb data is to select a h.e. trend of the pbar source  term. 

A harder trend is preferred.  
Uncertainties still range about 20%, and increase at low energies.  
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The cosmic positrons 
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Figure 5. Fit to e++e� (left panel) and e+ (right panel) AMS-02 data [5, 8] with MAX propagation
model and Rcut = 0.7 kpc for Case 2 (see text for details). All the components for the best fit are
displayed together with the 2� uncertainty band on the total flux. Line coding as follows: solid black,
sum of all the components in the plot; red dashed, secondary e+ and e�; blue dash-dotted: e+ and
e� from all ATNF PWNe; green dotted: e� from far SNR; black dotted: e� from Vela SNR; magenta
double dash-dotted: e� from all other near (R  0.7 kpc) SNRs. The left (right) panel shows the
e+ + e� (e+) flux.

Table 2. Best fit parameters to AMS-02 e+ + e� and e+ flux data for the model described by Case
2.

�F 0.36 GV
q̃sec 2.10± 0.08
�PWN 1.85± 0.03
⌘ 0.065± 0.004
Nnear 0.35± 0.03
BV ela (3.1± 0.3) µG
dV ela 0.29± 0.04 kpc
�V ela 2.80
�SNR 2.65± 0.03
Etot,SNR (3.50± 0.05)1049 erg
�2/d.o.f 32/89

errors. The parameters for the SNR smooth population and the ATNF PWNe are found
to lie intervals similar to Case 1 and consistent with previous results [17, 18]. As for the
parameters most relevant to the following of our analysis, the best fit for the Vela distance
is found to be very near to the measurement of [55], while the spectral index points to the
higher permitted value of 2.8. This result can be hardly argued with the general modeling of
diffusive shock acceleration in SNRs. However, we find numerous configurations included in
the 2� band with lower values for �Vela of 2.4-2.6, while the rest of the parameters keeping
similar values to the ones reported in Tab. 2.

Case 3. - An unknown close SNR.
In the previous analysis we have considered only close SNRs with a detected electromagnetic

– 12 –
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FIG. 7. Top: secondary positron flux in CRs as function of ki-
netic energy. Model calculations are shown in comparison with
the data from AMS-02 [4] and PAMELA [6]. The solar modula-
tion level is set to � = 500MV. Bottom: estimated uncertainties
for the positron flux arising from CR injection and propagation,
production cross-sections, and solar modulations.

cisely, for the propagation of CR electrons and positrons
from the Galactic disk, one can write

�(E,E0) = 2

(
D0E�

b0E(1� �)

"
1�

✓
E0

E

◆��1
#) 1

2

, (11)

where E0 is their initial energy. For detected positron
energy E in the O(100GeV) energy scale and E0 & E,
it can be seen that the di↵usion distance � is always
. 1 kpc for our best-fit propagation parameters. Hence
the propagation histories of high-energy positrons de-
tected at Earth take place essentially in the inner halo.
In this region, the CR positron fluxes are of the type
J+ ⇠ (⌧/D)1/2Qsec so that, for proton-induced source
spectra Qsec

⇠ E��p , one has J+ / E��p� 1
2 (�+1). Note

also that, for E0 � E and in particular for E . 10GeV,
the quantity �(E,E0) can reach larger values. Thus, in
the general cases, CR leptons may experience propaga-
tion in both halos and their resulting flux at Earth is a
convolution over their propagation histories.
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FIG. 8. Anisotropy amplitude from best-fit THM calculations
in comparisons with the data at E ⇡ 100GeV - 300TeV. OHM
calculations are shown for reference.

In the bottom panel of Fig. 7 we provide a breakdown
of the main sources of uncertainties associated with the
positron flux calculations. The errors on the production
cross-sections are estimated as in Delahaye et al. [47], i.e.,
by evaluating the e↵ects of di↵erent cross-section param-
eterizations as a function of energy. The considered pa-
rameterizations are those proposed by Kamae et al. [48],
Tan & Ng [49], and Badhwar et al. [50]. The positron
source term is found to vary between 5% 30% with en-
ergy, depending on the adopted parameterization. The
uncertainties of solar modulation are estimated by vary-
ing the modulation potential � similarly to the antipro-
ton case of Sect. III E. In comparison to other source of
uncertainties, solar modulation uncertainties are impor-
tant below 10 GeV. In comparison with the experimental
errors of AMS-02 measurements, they become negligible
above a few tens GeV. Uncertainty from CR propaga-
tion and injections are those estimated by the MCMC
parameter scan procedure. It is worth pointing out that
the positron flux is still softer than E�3 while the data
measured by AMS-02 is harder. To account for the miss-
ing flux, it is necessary to add some extra contribution
of high-energy positrons. Primary positron sources may
include nearby pulsars, old SNRs or dark matter parti-
cle annihilation. They are preferentially located within
relatively short distances.

G. Anisotropy

With the THM parameter setting of the best-fit con-
figuration, we have calculated the flux anisotropy ampli-
tude at the location of the Sun due to global leakage of
CRs from the Galaxy. In the di↵usion approximation,
the anisotropy is dominated by the radial streaming of

Feng, Tomassetti, Oliva PRD 2017

Secondary positrons predicted in realistic transport models cannot explain  
  alone the positron flux. 

One or more components are needs, typically in nearby sources 
given the strong radiative cooling experienced by e+e-.  



Figure 2. Halo function for the G15 smooth distribution of SNRs for different values of the radial
cut around the Earth position, and for the MED and MAX propagation models. Solid black (red) line
corresponds to a smooth distribution with no cut and MED (MAX) propagation model, with L = 4
(15) kpc. Dashed (dot-dashed) lines correspond to a SNR distribution beyond a radial cut of 0.7 kpc
(3 kpc).

Figure 3. Electron fluxes for different SNR smooth populations with a G15 radial distribution.
Black solid line corresponds to a SNR distribution with no cuts; red long dot-dashed (long dashed)
line corresponds to a near SNR distribution of radius Rcut = 3 kpc (0.7 kpc) around the Earth; blue
dashed (dot-dashed) line corresponds to a far SNR distribution from which the smooth component up
to a radius Rcut = 0.7 kpc (3 kpc) has been cut. All fluxes are obtained for a SNR energy spectrum
with Ec = 5 TeV, � = 2.3, Etot,SNR = 1049 erg, left (right) panel for the MED (MAX) propagation
model.

the radial profile G15 is shown by solid lines. It is a function decreasing with energy slightly
stronger than E�3, to drop exponentially to zero when approaching the cut-off energy. The
flux from sources inside Rcut =3 kpc is very close to the flux from a smooth population all
over the Galaxy (no cut case). The difference is significant only for the MAX case (large
diffusive haloes), where there is a reduction in the near flux at energies below few hundreds

– 7 –

Far and near sources: contributions

Electrons (positrons) at the Earth

L=4 kpc L=15 kpc 

Most of the electrons from a (Green 2015) smooth SNR distribution come from very few 
kpc from the Earth. Less than 10% of e- come from R>3kpc, even considering a large size 

L for the diffusive halo.  

We can consider separately a smooth SNR distribution out of a Rcut,  
and single (catalog) SNR and PWN  inside that circle. �21
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A multi-wavelength, multi-messenger analysis

We build a model for the production and propagation of e- and e+ in the Galaxy  
and test it against 3 observables: 

1. Radio brightness data from Vela YZ and Cygnus Loop at all frequencies.  
     The radio emission is all synchrotron from e- accelerated by the source  

2. e+e- flux from 5 experiments, e+ flux from AMS 
      Far and near SNRs, near SNRs and PWNe, secondaries for e+e-.   
      The e+ flux constrains the PWN emission.   
      e+e- data taken with their uncertainty on the energy scale. 

3. e+e- dipole anisotropy upper bounds from Fermi-LAT 
       Test on the power of this observable on the closest SNRs. 

S. Manconi, M. Di Mauro, FD 1803:01009 PRD subm. 
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The data on the inclusive flux of cosmic positrons and electrons (e+ + e�) have been recently
collected from GeV to tens of TeV energies by several experiments with unprecedented precision. In
addition, the Fermi-LAT Collaboration has provided a new energy spectrum for the upper bounds
on the e+ + e� dipole anisotropy. This observable can bring information on the emission from
local Galactic sources, that are notably measured with high precision at radio frequencies from tens
of MHz up to a few GHz. In this paper we present a multi-messenger study of the emission and
propagation of e� and e+ in the Galaxy from these SNRs that is compatible with their radio data,
the e+ + e� flux and the e+ + e� dipole anisotropy. As well as finding strong radio constraints for
the Vela YZ and Cygnus Loop e� emission, we succeed to fit the e+ + e� spectrum on many energy
decades while considering the proper systematic uncertainties on the energy scale of the di↵erent
data sets. For the first time, we show that constraints are also imposed by the data on the e+ + e�

anisotropy, which opens the opportunity of doing astronomy with charged lepton CRs.

The flux of cosmic-ray (CR) electrons and positrons
(e� and e+) has been measured with unprecedented pre-
cision over more than four orders of magnitude of energy.
One of the most accurate measurements on single CR
e� and e+ and inclusive (e+ + e�) fluxes is provided by
AMS-02 on board the International Space Station (ISS),
between 0.1 GeV to 1 TeV energy, and with errors reach-
ing the few percent level [1, 2, 3]. Very recently, new data
have been presented by four more experiments, push-
ing measurements far above the TeV energy. The Fermi
Large Area Telescope (LAT) has collected almost seven
years of e++e� events in the 7 GeV-2 TeV energy range
[4]. CALET on the ISS, and HESS on the ground, are
providing e+ + e� data up to 3 TeV and 30 TeV energy,
respectively [5, 6]. The DAMPE Collaboration has re-
cently reported the direct detection of a break at around
1 TeV in the flux of the e+ + e� measured between 25
GeV to 4.6 TeV [7]. The data above 10 GeV for the
e++e� flux are displayed in Fig. 1. Many theoretical in-
terpretations have been proposed for the AMS-02 lepton
data, invoking sources of e+ and/or e� in the Interstel-
lar Medium (ISM), from Pulsar Wind Nebulae (PWNe)
and Supernova Remnants (SNRs) [8, 9, 10, 11], and also
in the context of annihilation and decay of dark matter
particles [12, 13]. In addition to the flux, the LAT team
has also published the spectrum of upper limits on the
e++e� dipole anisotropy [14]. Since the typical propaga-
tion length of TeV e� is smaller than 0.3 kpc, e+ and e�

detected at TeV energies are most probably emitted from
local sources, leaving a possible signature in the dipole
anisotropy [11]. Due to the poor knowledge of the e+

and e� emission from Galactic sources, the interpretation
of the observed fluxes is challenging. The lepton emis-
sion from sources embedded in a magnetic field, such as
e� from SNRs, can be connected with their synchrotron

FIG. 1. Prediction for the e� flux from Vela YZ and
Cygnus Loop using the values of �Vela, Etot,Vela, �Cygnus and
Etot,Cygnus within 2� from the best fit to the radio spectrum
(see right panel of Fig. 2 for Vela and Fig. 3 for Cygnus
Loop). The e+ + e� Fermi-LAT, AMS-02, DAMPE, HESS
and CALET data with their statistics and systematic errors
are also shown.

emission at radio frequencies [10, 11, 15]. For the first
time, we present a multi-component model that explains
the e+ and e�+ e+ fluxes from five experiments and in a
wide energy range, and that is simultaneously compatible
with the upper bounds on the dipole anisotropy and the
radio emission from the most intense and closest SNRs.

Inspecting the Green SNR catalog [16], we identify in
Vela YZ, Cygnus Loop and Vela Jr the candidates that
are expected to contribute most significantly to the very-
high-energy tail of e++ e� flux, given their distance, age
and radio brightness [11]. For a comprehensive review on
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Vela YZ and Cygnus Loop contribution to e+e- 

Radio data from the SNRs, at all available frequencies, constrain Vela  
and Cygnus e- emission to besbelow the present data 
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FIG. 2. Left: Results on the Vela YZ SNR parameters.
The grey region shows the 2� contours as derived from the
fit to radio flux data (Analysis-1), the cyan band reports the
configurations at 2� from the best fit to e+ + e� and e+

flux data (Analysis-2), and the hatched region shows those
configurations selected by Analysis-2 and excluded by Fermi-
LAT dipole anisotropy upper limits (Meth. 1) at E > 100
GeV (Analysis-3). Right: The maximal dipole anisotropy
predicted by Analysis-MW (solid line) and Analysis-2 (dashed
line). The upper limits for Fermi-LAT dipole anisotropy are
shown for the two di↵erent methods in [14].

the SNR paradigm for Galactic CRs see [17] and refer-
ences therein. We employ the radio data from Vela YZ
and Cygnus Loop to predict their emission of e� and e+.
Since for Vela Jr radio data are scarce, we will discuss its
role afterwords in the paper. With respect to previous
analysis where usually a single frequency was considered
(see, e.g., [18, 19]), we use here the radio spectrum infor-
mation in the widest available range of frequencies: from
85.7 MHz to 2700 MHz for Vela YZ [20] and from 22 MHz
to 4940 MHz for Cygnus Loop [21]. We fix the Vela YZ
(Cygnus Loop) distance, age and magnetic field to be:
d = 0.293 kpc (0.54 kpc), T =11.3 kyr (20 kyr) and B =
36 µG (60 µG) [21, 22, 23, 24, 25], respectively.

Analysis-1: Radio flux constraints. In Fig. 1 we plot
the available data on the e++e� flux, which clearly show

a cut-o↵ beyond TeV energies. Along with the data, we
plot our predictions for the flux of e+ + e� from Vela
YZ and Cygnus Loop. This result has been obtained fit-
ting their e� injection spectrum in order to produce a
synchrotron radiation compatible with radio flux data of
these two sources. We model the e� injection spectrum
at the source as Q(E) = Q0,SNRE��SNR exp (E/Ec), where
Ec is the cuto↵ energy and �SNR is the spectral index.
We fix Ec = 10 TeV, inspired by a test analysis that we
describe later in the paper. The total energy emitted by
SNRs into e� is therefore Etot =

R1
Emin

EQ(E) dE. As
discussed in [15], we work under a burst-like approxima-
tion, in which all the e� are released at a time equal to
the age of the source. Details of the release mechanism
of e� from SNRs are poorly known and still under de-
bate [17, 26, 27]. Under the hypothesis that the radio
emission from the source is due to synchrotron radiation
from e� interacting with the SNR magnetic field B, the
normalization of the injection spectrum Q0,SNR can be
connected to the radio flux density B⌫

r (⌫) [15]:

Q0,SNR = 1.2 · 1047GeV�1(0.79)�SNR
B⌫

r (⌫)

Jy
· (1)

·


d

kpc

�2 h ⌫

GHz

i �SNR�1
2


B

100µG

�� �SNR+1
2

.

We invert Eq. 1 to fit B⌫
r (⌫) as a function of �SNR

and Q0,SNR for all the available frequencies ⌫, for each
source. The best fit parameters are: �Vela = 2.47± 0.10,
Etot,Vela = (2.28 ± 0.06) · 1047 erg, while �Cygnus =
2.04±0.04 and Etot,Cygnus = (1.18±0.16) ·1047 erg. The
numbers for the Vela YZ SNR are in agreement with the
findings of [23]. These values along with the 2� regions
for Vela YZ and Cygnus Loop are reported in the left
panels of Fig. 2 and Fig. 3 respectively.
These two figures show that radio data select narrow
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2. e+e- and e+ fluxes well fitted  

 3. Dipole anisotropy excludes configs 
 

empirically scaled to compensate for observational selection effects. The L04 and G15 models
are similar around the Solar System, while they show a remarkable difference toward the
Galactic center. At variance, the ⇢(r) proposed by [41] is significantly flat for most of radii.
Since electrons detected at the Earth have been produced by nearby (very few kpc) sources, we
are mostly interested in the differences in the profiles around the Solar System. We will briefly
discuss the effects of using the radial distribution obtained with L04. Any time a smooth SNR
population will be included in our analysis, it follows the radial profile in Eq. 2.4.
We also consider the case of a smooth SNR population active only beyond a radius Rcut from
the Earth (the far component), while the contribution inside Rcut (the near component) is
given by the single sources as directly found in the Green SNR catalog. The cut in the smooth
population is meant as a cylinder of radius R ⌘ |r � r�|  Rcut and height L around the
Earth. This cylindrical Galactic portion is depleted of any smoothly distributed population.
We have verified that our results are unmodified for a 3D spherical cut. This is understood
given the vertical distribution in Eq. 2.3, where the exponential factor with z0 = 0.1 kpc
suppresses the source density outside the disk.
As for the PWNe, they are always taken from the ATNF catalog. Their position in the
Galaxy is set individually and picked from catalog. We include only middle-aged pulsars,
with observed age 50 kyr< tobs < 10000 kyr, since electron and positrons pairs accelerated to
TeV energies in the termination shock (for a PWN review see [42]) are believed to be confined
in the nebula or in the SNR until the merge of this system with the ISM, estimated to occur
at least 40� 50 kyr after the pulsar formation [43, 44].
As for the energy injection spectrum Q(E), we adopt the function

Q(E) = Q0

✓
E

E0

◆��

exp

✓
� E

Ec

◆
(2.5)

for both SNR and PWN, where Q0 is in units of GeV�1 and Ec is the cutoff energy. Through-
out the text, we will label SNR or PWN the free parameters which are expected to be different
for the two distinct populations. If not differently stated, we adopt for both SNR and PWN
Ec = 5 TeV. The normalization of the power law is fixed to E0 = 1 GeV. Given the injection
spectrum in Eq. 2.5, the total energy emitted in e� (for SNR) or e± (for PWN) in units of
GeV (or erg) can be obtained as (see [32])

Etot =

Z 1
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dE E Q(E) , (2.6)

where we fix E1 = 0.1 GeV. The normalization of the spectrum in Eq. 2.5 can be constrained
from available catalog quantities for single SNRs and PWNe, or by using average population
characteristics for the smooth component.
The normalization for a single PWN is obtained assuming that a fraction ⌘ of the total
spin-down energy W0 emitted by the pulsar is released in form of e± pairs, i.e.:

Etot,PWN = ⌘W0. (2.7)

The value of W0 can be computed starting from the age of the pulsar t?, the typical pulsar
decay time ⌧0 and the spin-down luminosity Ė:

W0 = ⌧0Ė
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• The constraints from e+e- fit give an  
  exceeding dipole anisotropy. 
• Radio data AND e+e- flux are compatible  
  with anisotropy �24

S. Manconi, M. Di Mauro, FD 1803:01009



 The recent e+ e- data and a unique model 
5

FIG. 4. Results on the e++e� flux from the Analysis-MW fit
to all the data. The contribution from secondary production
(red dashed), PWNe (blue dot dashed), Vela YZ (black dot-
ted), Cygnus Loop (magenta dot-dot dashed), Vela Jr (orange
solid) and the far smooth distribution of SNRs (green dotted)
are shown. Data as in Fig. 1.

results for Vela YZ are not compatible with the radio
analysis. The upper limits on e+ + e� dipole anisotropy
severely constrain the Vela YZ e� injection parameters
compatible with the analysis on the e+ + e� flux. We
then perform a multi-wavelength analysis by building a
model for the emission and propagation of e� and e+

that fits simultaneously the radio flux on Vela YZ and
Cygnus Loop and the e+ + e� flux from the GeV up to
tens of TeV with a multi-component Galactic model. In
addition, we check the model against the e+ + e� dipole
anisotropy data. Considering the proper systematic un-
certainties on the energy scale of the di↵erent data sets,
we can fit the e++e� spectrum on many energy decades.
For the first time, we show the constraints imposed by
the most recent data on the e+ + e� anisotropy, what
opens the opportunity of doing astronomy with charged
lepton CRs.
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Recent data from 5 experiments 

Fit with: 

1. Smooth far (>0.7 kpc) SNR  (e-) 
2. Near Vela YZ and Cygnus SNR (e-) 
3. Near PWNe (e+ e-) 
4. Secondaries on the ISM (e+ e-)   

We can fit the whole data (9 free parameters + sol. mod.) with a 
consistent model provided that the proper systematic errors  

 on the energy scale of each experiment are included 

Different physical contributions shape non trivial slope changes�25
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Conclusions

• The secondary nuclei brings unique information on the transport 
properties in the Galaxy and the production in local sites.  

• Very precise antimatter data are now tested against very refined 
models, including possible contribution from dark matter  

• The lepton fluxes can be understood in a composite framework of 
smooth and single sources 

• A new challenge is astronomy with charged particles
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